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ABSTRACT

The use of psychoacoustical masking models for audio coding ap-
plications has been wide spread over the past decades. In such
applications, it is typically assumed that the original input sig-
nal serves as a masker for the distortions that are introduced by
the lossy coding method that is used. Such masking models are
based on the peripheral bandpass filtering properties of the audi-
tory system and basically evaluate the distortion-to-masker ratio
within each auditory filter. Up to now these models have been
based on the assumption that the masking of distortions is gov-
emed by the auditory filter for which the ratio between distortion
and masker is largest. This assumption, however, is not in line with
some new findings within the field of psychoacoustics. A more ac-
curate assumption would be that the human auditory system is able
to integrate distortions that are present within a range of auditory
filters. In this contribution a new model is presented which is in
line with new psychoacoustical studies and which is suitable for
application within an audio codec. Although this model can be
used to derive a masking curve, the model also gives a measure for
the detectability of distortions provided that distortions are not too
large.

1. INTRODUCTION

Quantitative models describing auditory masking have proven to
be a valuable tool in lossy audio coding algorithms. More specif-
ically, these models have been used extensively in a wide variety
of waveform coding based algorithms (cf. {1, 2]). In these audio
coding algorithms it is assumed that the input signal serves as a
masker for the distortions that are introduced by the lossy coding
algorithm. Using a model that describes auditory masking enables
these algorithms to adjust the distortion levels for each part of the
spectrum in such a way that the distortion is just not detectable.

Typically, masking models include some assumptions with re-
spect to the limited frequency selectivity of the human auditory
system which can be attributed to the filtering properties of the
basilar membrane that is placed within the cochlea. The concept
of critical bands refers to these limitations in frequency resolution
of the auditory system [3]. The frequency resolution is found to
be better at low frequencies and to decrease at high frequencies.
This frequency resolution can be modelled by assuming that the
frequency selective behaviour of the basilar membrane can be de-
scribed by a series of bandpass filters with narrow bandwidths at
low frequencies and larger bandwidths at high frequencies.

Most existing masking models used in audio coding are based
on a method where the input signal is analysed in the frequency do-
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main and where each frequency component is assumed to result in
a spreading function which captures the masking properties of that
spectral component [1]. The total masking function is derived by
power addition of the separate spreading functions. In such mod-
els the spectral components are usually classified as either being
tonal or noise-like. Depending on the classification, the spreading
functions are adjusted. This is necessary because it is known from
psychoacoustical data that tonal maskers are much less effective

.maskers than noise-like maskers [4, 5].

The underlying physical explanation for using spreading func-
tions is that they reflect the band-pass characteristic of auditory
filters. It is assumed that the detectability of a distortion com-
ponent of a particular frequency is determined only by the audi-
tory filter that is spectrally centered around this distortion compo-
nent. Since this auditory filter has a band-pass characteristic, the
masker energy that is close to the centre frequency of this filter
will contribute most to the masking within this filter while remote
frequency regions will contribute less. This behaviour is captured
by the addition of spreading functions.

The assumption that only the on-frequency filter (the filter cen-
tred around the distortion compenent that has to be masked) con-
tributes to the masking is a fair assumption when the distortion is
narrow-band, and in fact this is most often the case in psychoa-
coustical studies dealing with masking where the signal to be de-
tected is often sinusoidal. However, when the distortion is wider
in bandwidth, like what is typically the case in the context of au-
dio coding, there is evidence that more auditory filters than only
a single one contribute to the detectability of the distortion. In a
study with a broadband masker and a complex of constant level
tones that subjects had to detect, it appeared that with increasing
bandwidth of the tonal complex the detectability improved even
when the bandwidth of the tonal complex exceeded the critical
bandwidth [6]. This result and various other studies suggest that
the human auditory system is able to integrate information over
a range of auditory filters in order to improve detectability of a
distortion signal.

In this paper a new masking model will be presented (Section
2) that incorporates the across-frequency intergration that has been
observed within the human auditory system. Similar to most of the
masking models used in audio coding it operates on a frame-by-
frame basis to predict masking curves and it is of low complexity.
In Section 3, the calibration of this model will be discussed, in Sec-
tion 4, an evaluation of this model will be given by comparing the
model to some basic psychoacoustical data, and finally, in Section
5 we draw some conclusions.
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2. ANEW PSYCHOACOUSTICAL MASKING MODEL

The basic peripheral stages of the human auditory system are in-
corporated in the model as well as some very simple assumptions
about the higher stages of processing in the auditory system. The
precise properties of each of these stages is accurate only to a first
order approximation, and is adapted such that predictions of the
model are in line with some critical psychoacoustical data.

Since the model is based on the assumption that the essential
properties of the basilar membrane can be modelled by a gamma-
tone filterbank, this filterbank will first be defined. The transfer
function of an n-th order gamma-tone filter as a function of f can
be approximated quite well by

yfy=—-1 - )
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where fo is the centre-frequency of the filter, ERB( fo) is the Equiv-
alent Rectangular Bandwidth of the filter centred at fo such as

measured by Glasberg and Moore [7], n is the filter order which
is commonly assumed to be 4, and k = ﬂ—:(—i,%%)—!, a factor

needed to ensure that the filter indeed has the specified ERB.

In Fig. 1, an outline of the model is given. It is assumed that an
input signal, X (f), is presented to the model which is the Fourier
transform of a short windowed segment of a larger input signal.
This input signal is first filtered by the outer and middle ear trans-
fer function, Hom(f). This filter incorporates the properties of,
for example, the ear canal, and of the ossicles in the middle ear.
For simplicity it is assumed here that this transfer function is equal
to the inverse of the threshold-in-quiet function Hy,. Although
this is only a rough approximation of the actual outer and middle
ear function, it proves to be a good choice because it results in a
very accurate prediction of the threshold in quiet by the model.
The filter H,.m (f) is followed by the basilar membrane which is
modelled by a series of gamma-tone filters, i (f), with centre fre-
quencies, fo, spaced linearly on an ERB scale, with ¢ the index of
the filter. The energy at the outputs of these filters is increased with
a constant, C,, which can be attributed to internal noise within the
auditory periphery that limits the detectability of weak signals.
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Fig. 1. General structure of the masking model. See text for further
details.

The next stage derives the within-channel distortion-to-masker
ratio, e.g. the distortion-to-masker ratio that can be observed within
the i-th gamma-tone filter. It is assumed that this distortion can be
derived by writing X (f) as X(f) = m(f) + s(f), where m(f)
is the masker, and s(f) is the distortion that is introduced by the
coder. The masker power within the i-th filter is given by

M; = %z,:‘”"""f PIOPmOE, @

where N is the segment size. Equivalently, the distortion power
within the i-th filter is given by

§i= 5 S HmOPHOPOE. ®
N

Note that 1 |m(f)|* denotes the power spectrum of the origi-
nal, masking signal in Sound Pressure Level (SPL) per frequency
bin, and similarly |s(f)|? is the power spectrum of the distorting
signal.

The ’specific’ distortion detectability is then defined as the ra-
tio between distortion power and masker power plus the absolute
threshold noise power Cg:

T M +Co

Some important observations can be made from this equation.
First of all, for M; >> C,, the distortion detectability is equal to
the distortion-to-masker-power ratio. This is in line with the so-
called sensitivity index d' which is used in signal detection theory
as a measure for the detectability of a signal close to its masking
threshold [8]. This ratio also implies that if the powers of the dis-
tortion and the masker are increased by the same amount (in dBs)
that the detectability, within one filter, does not change provided
that the masker level is well above the threshold in quiet.

For M; < C,, the ’specific’ distortion detectability is deter-
mined only by the distortion power. This occurs when the masker
power is below the absolute threshold or threshold in quiet.

It is now assumed that the human auditory system is able to
combine information from a range of filters to improve the de-
tectability of distortion. This property is modelled by assuming
that
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where D(m, s) is the total distortion detectability as it is predicted
for a human observer given an original signal m and a distortion
signal s. It is assumed that C, is chosen such that for D = 1,
the distortion is at the threshold of detectability. To incoorporate
the dependence of D(m, ) on the segment duration we define an
effective duration L:

L
L3ooms’

1), 6

L = min(

where L is the duration of the segment, and L3goma resembles a

300-ms segment in line with the temporal integration properties of

the human auditory system [9]. Alternatively, with the definition
L

L= Toop With Lot being the total duration of the excerpt to be
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encoded, we can assume unlimited temporal integration of distor-
tions. With this latter assumption the distortions can be added over
all segments to result in a total distortion over the complete excerpt
to be encoded, where D = 1 would be equivalent to the threshold
of detectability. Whereas this last assumption is not supported by
perceptual masking data, it can still lead to very satisfying results
when applied within the context of an audio codec [10].

Equation 5 is the most general expression of the model. From
this expression we can derive the masked threshold of any arbi-
trary distortion signal given the original, masking signal m. Let
us assume that the arbitrary distortion signal is given by Ae(f),
where A is the masked threshold of the distortion signal and where
Y5 (%) = 1, which corresponds to a sound pressure level of 0
dB. Using Eq. (5) we can derive the masked threshold A:

S, Hom D DPIm(AE +Ca”

In many applications for audio coding, a masked threshold
Jfunction is derived. It can be defined as the masked threshold
of a sinusoidal distortion as a function of the frequency of this
sinusoid. Parallel to the way Eq. 7 was derived, we can ob-
tain a masked threshold function. We assume that in the pres-
ence of a given masker m, we have to detect a sinusoidal dis-
tortion with an unknown amplitude v and a frequency fm; thus
8(f) = v(fm)d(fm — f). Substituting this function in Eq. 5
together with the assumption that D = 1 we can derive the am-
plitude v(fm) such that the sinusoid is just masked. Thus, v(fm)
defines the threshold of detectability of a sinusoidal distortion as a
function of frequency; cq. the masking curve. It can be shown that
the masking curve at f,, is given by
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Note that by using this masking curve and Eq. 5, we can show
that the distortion detectability is equal to

) s(f)?
D(m, 8) = 2 ©)
()

In this last expression it is clear that once v is calculated,
the distortion detectability, I?, can be computed highly efficiently.
This is a very useful property for audio coding algorithms that op-
timize for the least possible perceptual distortion during the encod-
ing process.

3. CALIBRATION OF THE MODEL

For the calibration of the model we will use two findings from
psychoacoustical literature: the threshold in quiet at 1 kHz, and
the Just Noticeable Difference (JND) of 1 dB at 70 dB SPL. The
calibration constants, C; and C,, have to be chosen such that the
model correctly predicts these findings.

For the threshold-in-quiet (absolute threshold) we can assume
that m(f) = 0 and that s(f) = Hio(f)6(f — f1 ;). Substitut-
ing this in Eq. 5, and assuming that D = 1, we obtain

Co = CoL Y (fy k)™ (10)

i=1

For the 1-dB JND in level, we need to assume that this sit-
uation corresponds to a masking situation where a 1-kHz sinu-
soidal distortion has to be detected in the presence of a 1-kHz si-
nusoidal masker. For this configuration the distortion has to be 17
dB lower in level as compared to the masker, assuming that the
masker and distortion are added in-phase. Thus we assume that
m(f) = And(f — f1yyg) and s(f) = Ass6(f = f1 )
with Az and As3 the amplitudes for a 70-, and 53-dB SPL signal,
respectively. This leads to the expression

1 [Hom (£1 kpz) Pl (1 ki12)|* Afs
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By substituting Eq. 10into Eq. 11, we get an expression where
only C, is unknown and which has a unique solution for C, > 0.
With, e.g., a bisection method, we can easily find a solution that
satisfies this expression [11].

4. MODELLING RESULTS

In this section some basic psychoacoustical masking data obtained
with synthetic signals will be compared to the predictions of the
new model. In Fig. 2 masking curves are shown for white-noise
maskers with a spectrum level of 30 dB/Hz (top panel) and of a
50-dB SPL 1-kHz sinusoidal masker (lower panel) together with
data from some relevant psychoacoustical studies [4, 12, 5].
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Fig. 2. The top panel shows masking curves predicted by the
model for a white noise with a spectrum level of 30-dB/Hz for a
long duration signal (solid line) and a 200-ms signal (dashed line)
with corresponding data represented by the circles [4] and astri-
ces [12], respectively. The lower panel shows masking curves for
a I-kHz 50 dB-SPL sinusoid. The dashed line is the threshold in
quiet. Circles in the lower panel show data of [5]
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It can be seen that the model predicts the masking by tonal and
noise maskers quite well without the need for a separate tonality
detector such as is typically included in masking models for audio
coding to account for the weaker masking power of tonal versus
noisy signals [1]. There is some discrepancy at low frequencies
between literature data and model predictions although less so for
the more recent study [12]. A reason for the discrepancy may be
that the data were obtained with a running-noise masker while the
model is based on the assumption that the masker is always deter-
ministic. This is actually the most proper assumption for the sit-
uation where audio excerpts are encoded by an audio coder. An
important property of running noise is that upon each different
realization of the noise, within each separate auditory filter, the
masker energy will vary. This variability has been shown to result
in an extra masking effect as compared to the situation where a
fixed (frozen) noise masker is used [13)]. Specifically, at low fre-
quencies where the auditory filter bandwidth is small, this effect
would be expected to be greatest [14].

As noted, the model is in line with literature data that show
a weaker masking power for tonal signals than for noisy signals.
In this model, the relatively weak masking power, or high distor-
tion sensitivity for tonal maskers is caused by the fact that for a
tonal masker and signal, a range of filters centered around the tonal
masker contributes to the detectability of the distortion. For a noise
masker with a tonal distortion, only the filter centered around the
tonal distortion contributes to the detectability of the distortion.
This better detectability for tonal maskers as compared to noisy
maskers can be translated into a lower masking threshold for a
tonal masker than for a noisy masker.

To conclude this section we present model predictions for a
distortion signal with a varying bandwidth in the presence of a
wideband masker (0-2 kHz) of 80-dB SPL to demonstrate that the
model correctly describes spectral integration in auditory masking
conditions. The distortion signal consists of a series of equal-level
sinusoidal components centred around 400 Hz with intercompo-
nent spacings of 10 Hz. When the series consists of a few com-
ponents only, the distortion-signal components fall within a single
auditory filter. For a large number of components, the components
are distributed over a range of auditory filters. Masking thresh-
olds were obtained using Eq. (7). In Fig. 4 model predictions
(solid line) versus data (circles) are shown [6]. The model pre-
dictions show a good correspondence with the psychoacoustical
data. Such a good prediction would not have been obtained with
conventional masking models used in audio coding which assume
that wide band distortion signals are not detectable provided that
there is no component that exceeds the masking curve e.g. [1].

Masked threshold (dB SPL)
53 8 8 ¢

8

1
Number of components

Fig. 3. Masking thresholds predicted by the model (solid line)
and psychoacoustical data (circles) [6]. Masked thresholds are
expressed in dB SPL per component.

5. CONCLUSIONS

The model presented here gives a computationally efficient de-
scription of auditory spectral masking that is very useful for the
application within lossy audio coders. In contrast to existing mod-
els used for this purpose, this model describes spectral integration
of distortion detectability in a proper way. In addition, this model
predicts the different masking power of noisy versus sinusoidal
maskers, thereby precluding the need of a separate tonality detec-
tor to account for the differential masking power of both signal
types.
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