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Improved Audio Coding Using a Psychoacoustic
Model Based on a Cochlear Filter Bank

Frank Baumgarte

Abstract—Perceptual audio coders use an estimated maskeda band and the range of spectral components that can interact
threshold for the determination of the maximum permissible within a band, e.g., two sinusoids creating a beating effect. This
just-inaudible noise level introduced by quantization. This es- interaction plays a crucial role in the perception of whether a

timate is derived from a psychoacoustic model mimicking the di ise-like which in t ds t ianificantl
properties of masking. Most psychoacoustic models for coding sound s noise-like which In turn corresponas 1o a signinicantly

applications use a uniform (equal bandwidth) spectral decomposi- more efficient masking compared with a tone-like signal [2].
tion as a first step to approximate the frequency selectivity of the The noise or tone-like character is basically determined by
human auditory system. However, the equal filter properties ofthe the amount of envelope fluctuations at the cochlear filter

uniform subbands do not match the nonuniform characteristics of - o ,1;ts which widely depend on the interaction of the spectral
cochlear filters and reduce the precision of psychoacoustic mod- . .
components in the pass-band of the filter.

eling. Even so, uniform filter banks are applied because they are = X
computationally efficient. This paper presents a psychoacoustic ~Many existing psychoacoustic models, e.g., [1], [3], and [4],
model based on an efficient nonuniform cochlear filter bank employ an FFT-based transform to derive a spectral decom-

and a simple masked threshold estimation. The novel filter-bank position of the audio signal into uniform subbands with equal
structure employs cascaded low-order IR filters and appropriate 5 nqwidths. The nonuniform spectral resolution of the auditory

down-sampling to increase efficiency. The filter responses are t is taken int tb . th - fth
optimized for the modeling of auditory masking effects. Results SYS!€M IS taken into account by summing up the energies of the

of the new psychoacoustic model applied to audio coding show a@ppropriate number of neighboring FFT frequency subbands.
better performance in terms of bit rate and/or quality of the new Consequently, the phase relation between the spectral compo-

model in comparison with other state-of-the-art models using a nents of the different subbands within a cochlear filter band is
:i_”'fg:ﬂmc jlg::-lctral_tdebclorpp?smodn.lThe '3"" delay of the new model 4t taken into account. Since the cochlear filter slopes are less
P y sultable for fow-celay coders. steep than the subband slopes, they must be approximated by
Index Terms—Audio coding, filter bank, masked threshold, spreading the subband energies across several bands. This way

model of masking, perceptual model. of mapping the uniform subbands to cochlear filter bands pro-

duces envelopes of the output signal that are different from those

|. INTRODUCTION measured at the output of the cochlea. The temporal resolution

. . L . of the spectral decomposition is determined by the transform

N PERCEPTUAL audio coding [1], the audio signal Size, i.e.l? FFT length, a%d thus, is constant acroﬁs all center fre-

d ttreated as a misketrh_for dlstortlotr;]s mtroﬁugetcri] byhk?j encies. For high center frequencies this results in a signif-
ata compression. For this purpose, the masked threshold; %rntly lower temporal resolution in comparison with that of
the distortions is approximated by a psychoacoustic mod

Th ked threshold is the ti qf q q e corresponding cochlear filters. All the described mismatches
e masked threshold Is the time and frequency-dependgpli i e to an inaccurate modeling of masking that causes sub-
maximum level that marks the boundary for distortions bei

inaudible if . dto th dio sianal. The initial aud timal coder compression performance.
inaudible It superimposed to the audio signal. The Inflial audio o arcome the mismatch between uniform filter banks and

signal processing vw;hm the psychoacoustic model con5|sts_ %% spectral decomposition of the cochlea, a linear nonuniform
spectral d(_acomposmon fo account for th? frequency SeleCt'Vg}Schlear filter bank was developed. A linear filter bank was

of the au.dltory system. However,. the auditory system perfo.r.reﬁosen because it is computationally less complex than a non-
a nonuniform (nonequal bandwidths) spectral decomp05|t|ﬂﬂear one [5], [6]. Furthermore, a psychoacoustic model based

of the acoustic signal in the cochlea. This first stage of cochle&g a nonlinear filter bank generally approximates the masked

sound processing already determines basic properties tr?rfeshold in an iteration process. Applied to audio coding,

masking, e.g., the frequency spread of masking Wh.iCh Is relattﬂ?s involves encoding, decoding, and threshold computation
to the frequency response of the human cochlear filters. Ab f each iteration step, which can considerably increase the

1 kHz, the cochlear filter bandwidths increase almost ProPYhcoder complexity. The linear filter bank does not account for

tionally to the center frequency. These bandwidths determlggund level-dependent effects. However, since the playback

both, the spectral width of energy integration associated Wllt‘g/el of the decoded audio signal is usually unknown, this is
considered a minor restriction only.
Manuscript received June 20, 2001; revised July 18, 2002. The associate edThe COChIe"?‘r filter bank is based on a novel structure that
itor coordinating the review of this manuscript and approving it for publicatiosupports the time- and frequency resolution necessary to sim-

was Dr. Peter Vary. o . ulate psychophysical data closely related to cochlear spectral
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Systems, Berkeley Heights, NJ 07922 USA (e-mail: fo@agere.com). decomposition properties. |t will be shown that this filter ban
Digital Object Identifier 10.1109/TSA.2002.804536 is able to closely mimic the spectral and temporal properties
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Fig. 1. Block diagram of the cochlear filter-bank structure.
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Fig. 2. Downsampling scheme of the cochlear filter bank.

of frequency decomposition of the human peripheral auditopjexity. A simple and efficient way to implement a “stage-wise”
system. The benefits of using this filter bank in a new pswampling rate reduction is shown in Fig. 2, where a stage com-
choacoustic model are explained and evaluated for two differgmitses a group of those cascaded filter-bank sections having
audio coders. An informal subjective quality assessment wagual sampling rate. The rate reduction by a factor of two is
carried out for both state-of-the-art coders. For this compaaehieved by leaving out every other sample at the stage input. It
ison the coders were used with their individual reference psg-applied when the cutoff frequency of the LPF cascade output
choacoustic model based on a uniform filter bank and with tlie below a given ratio with respect to the sampling rate in that
new psychoacoustic model. Results show improved coder pstage to reduce aliasing. The number of sections covering the
formance for the new psychoacoustic model. auditory frequency range is usually in the order of 100. It can
The paper is organized as follows. The filter-bank structute adapted to the desired frequency resolution for a specific ap-
is described in Section Il. In Section Il the filter-bank impleplication. The number of stages is typically chosen between five
mentation using low-order IIR filters is presented. The filter reand nine.
sponses are optimized for modeling of masked thresholds. AAll the high-pass filters have the same order. Also, all the
novel psychoacoustic model based on that filter bank is the sltw-pass filters have the same order. However, the LPF and HPF
ject of Section IV. The experimental setup of the coders usedders can be chosen independently and should be large enough
and of the subjective listening tests is outlined in Section V. R#® accurately model the spectral decomposition features found
sults are given in Section VI in terms of the subjective qualitin relevant psychophysical data. After the orders are fixed, the

and data rate. Conclusions are drawn in Section VII. filter coefficients can be determined by an optimization algo-
rithm to minimize the difference between the responses of the
Il. FILTER-BANK STRUCTURE desired and the proposed filter banks. The responses of the de-

The peripheral auditory system performs spectral analysissclﬁed filters are generally derived from psychophysical measure-

the input acoustic signal in the cochlea with spectrally highlryems'
overlapping band-pass filters. The nonuniform frequency res-
olution and bandwidth of these filters is approximated in the
proposed structure by cascaded IIR filters. Fig. 1 shows theln this section, the cochlear filter bank parameters are given
proposed filter-bank structure with low-pass filters (LPF) andnd the derivation of the filter coefficients is described for the
high-pass filters (HPF). The LPFs in the cascade have a @@plication in a psychoacoustic model. It turns out that an LPF
creasing cutoff frequency from left to right (see Fig. 1). Eacbrder of M p = 2 and an HPF order af/gp = 4 is sufficient
LPF output is connected to an HPF. The HPF cutoff frequently achieve a reasonable approximation of the desired frequency
is equal to the cutoff frequency of the LPF cascade segment besponses. The slopes of the desired magnitude frequency re-
tween the filter-bank input and the HPF input of the next sectiosponses are chosen according to simple masking models that
Thus, the output of each HPF has a bandpass characteristic wiBume a constant slope steepness on a Bark [7] or an equiva-
respect to the filter-bank input signal. The basic block of an LAREnt-rectangular-bandwidth (ERB) [8] scale. For center frequen-
connected to an HPF, as shown in Fig. 1, is called a filter-banles above 500 Hz the filter slope steepness is 30.4 dB/octave
section. The filter-bank structure resembles a traditional prunkelow the center frequency and 95 dB/octave above. The de-
tree, however, it takes advantage of a novel frequency spacirsired filter bandwidths and center-frequency spacing is based on
The decreasing cutoff frequency of the LPF cascade perntite ERB scale. For simplicity, the ERB scale is approximated
a reduction of sampling rate, that reduces computational com-the filter coefficient optimization by a constant bandwidth

Il. FILTER BANK IMPLEMENTATION
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below 500 Hz and bandwidths proportional to the center fre- o,
quency above 500 Hz. 3 \

The first filter-bank stage is composed of 28 sections as op- 201 % |
posed to 15 sections for all five subsequent stages. The increased 40l ® A\
number of sections in the first stage is necessary to sufficiently = A T i e S
reduce aliasing due to the first down-sampling. The first stage = _gol TkHz] /.
has a larger input signal bandwidth with respect to the sampling g o
rate than the other stages. _sol g v \

Due to the uniform linear spacing of the filter bands below \\
500 Hz, the filter bank is generally not scalable with sampling -100f \
rate. However, the filter sections with center frequencies higher \
than 500 Hz are applicable independently from the sampling 1200300 200 500 1000 2000
rate, since the filter bandwidths change proportionally to the frequency [Hz]

center frequencies, i.e., their ratio remains constant. Only the

; : ; ig. 3. Desired (dashed) and achieved (solid) magnitude response of the
“nearly spaced filters for center frequenC|es below 500 Hz mlﬁtgr-bank channel aff. = 1002 Hz. The inset shows in detail the response

be designed specifically for any given sampling rate. In the fO(lear the center frequency. The input audio sampling frequency is 44.1 kHz.
lowing, a sampling rate of 44.1 kHz is assumed. For lower sam-

pling rates the number of sections at low center frequenciesvaih
the cochlear filter bank can be reduced. For a sampling rate o

. . . =
32 kHz stage six has ten sections, for 16 kHz only five stages 25 8

. : e . Sip = i SHP = o1
are necessary, with stage five consisting of ten sections. 201log;(1.2) 201log(1.2)

g=4 j=v-L

For f. < 500 the desired response is a replica of the filter re-
onse closest to, but not less than a center frequency of 500 Hz
ifted on alinear frequency scale. The firsttermin (2) describes

A. Desired Frequency Responses

The filter bank covers the full range of audible frequencies.
The desired center frequencies of the filter bands are uniformiﬁ

distributed on a logarithmic scale above 500 Hz implying a pr?ﬁe steep filter slope toward high frequencies with a steepness

portional bandwidth increase. The center frequencies are chos?g, The low-frequency slope is determined by the second
such that approximately two overlapping filter bands are avaﬁ— Lp- q y SIop y

able within one ERB. Below a center frequency of 500 Hz tt](g rrgr;r?riitisc;Zt\?vei)tﬁnaeliipéﬁ\)/\./i(?t%t-r':oS-I(?e?netseE;reecagitfn:;[::)?)f
filter-bank bandwidths are equal. Analytically the filter center 9 q y

. : ! - about 20%. Compared to a Bark scale the filter slopes are ap-
Zeglﬁn%yfc(kig}ba”dk + Lis related to band by (1) with proximately 8 and-25 dB/Bark. The transition between the two

slopes is controlled by a resonance quality fagtoFhe center
frequencied’. in (2) deviate slightly from the actual maximum
=1/Ng |
0.5 fe(k),  fe(k) 2500 (1) of the frequency response function. Therefore, the center fre-
fe(k) =224, fo(k) < 500. quencies to be used in an application must be computed from

L ) ) those maxima.
The first filter-bank sectiorik = 1) has the highest center

frequency. At a sampling rate of 44.1 kHz itfg(1) = 20948 B. Filter-Bank Responses
HZ' The constanis = 15 determmes the frequenc_y re;olu- Given the desired frequency responses, the filter coefficients
tion. It denotes the number of sections of the Iogarlthmlcall)é—an be optimized using standard techniques, e.g., the damped
spaced stages with center frequencies larger than 500 Hz, gx'uss—Ne wton method for iterative search' [9'] .:;wailable in
cept stage one. Increasing number of bands (sections) will yiT@

fo(k+1) = {

a higher spectral resolution and a larger spectral band over. TLAB. Fig. 3 shows the desired and the resulting magnitude

ap .
. ; . : .~ frequency response of the filter at a center frequency of 1002
since the filter bandwidths remain unchanged. For comparisQil quarythe Eenter frequency, the deviation ig smal)I/. At low

in the human cochlea we could assign one band to the out zt . L
of each inner hair cell which amounts to about 3000 bands._l_rléquenmes, the deviation reaches about 10 dB at 100 Hz.

overlapping bands in the model not only result in a higher resga. <. " this deviation is considered to have only minor
bping y 9 §Hectsforapp|ications in audio coding, because the attenuation

ggﬁ_%gi?ﬁgg'iﬁg;%?ﬂe d?i%mﬁ:g ngggimgﬁnﬁsg (?ugt] IS high in this frequency range far from the center frequency.
) y puﬁe distribution of the approximation error can be controlled

of neighboring bands in case of frequency-modulated sigrba}J using a frequency-dependent weighting function for the
error in the optimization algorithm.

components moving into or out of the pass band.
The desired magnitude freq_uency res_pohHeéf)| of one Fig. 4 shows the resulting filter-bank responses of the first
band centered gt. for f. > 500 is defined in (2) .
stage. The responses have basically the same shape on a
£S5 logarithmic scale. They are shifted according to their center
1 (f_) frequency and have large overlap. The frequency responses of
|H(f)| = SLp } Swp /2 Sup 2 stages two to four are nearly identical to the response of section
() ()T - ()

fI [ A 14 --- 28 of stage one except they are shifted to 1/2, 1/4th,
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Fig. 7. Bandwidths of auditory system according to the ERB scale (solid) and
of cochlear filter bank (dots). Each dot represents one filter bank output.
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Fig. 8. Pole-zero plot of the LPF cascade in stage twpefo, x pole).
Fig. 5. Magnitude frequency responses of the filter-bank channels in stage
five.
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o,
c 60 Fig. 9. Phase responses of the filter-bank channef.at= 1002 Hz and
2 neighboring channels.

-80r

_100- ] bandwidths dependent on their center frequencies with the

ERBs are shown in Fig. 7. The deviation at low frequencies are
-120 T oz 03 o ‘ assumed to be tolerable. They are caused by the simple ERB

frequency [[(4,'42] 05 06 approximation of (1) and thus no inherent property of the filter

bank structure.
Fig. 6. Magnitude frequency responses of the filter-bank channels in stage six=ig. 8 shows the location of the LPF poles and zeros in stage
(note linear frequency scale). two. Due to their distance from the unit circle, implementation
problems caused by limited arithmetic precision are unlikely. As
and 1/8th the center frequency, respectively. Fig. 5 shows thie example, the filter bank responses will change indiscernible
magnitude responses of stage four where the transition of ththe filter coefficients are quantized to 16 bits. Except the max-
uniform filter spacing from logarithmic to linear occurs. Sincémum HPF attenuation decreases to about 80 to 90 dB.
the frequency scale is logarithmic, the linear shift of the lower The phase responses of the filter-bank band in Fig. 3 and its
seven responses appears distorted. In Fig. 6 the linearly shiftedghbors are shown in Fig. 9. These phase responses are de-
replicas of the filter response closest to 500 Hz are shown tarmined by the minimum-phase design of all LPFs and HPFs,
a linear scale for stage six. A comparison of the filter bankhich was chosenin accordance with models of cochlear hydro-
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0 C. Complexity
-20 The computational complexity and memory requirements of
the cochlear filter bank can be calculated with the following
—40 ; .
= equations:
k=)
S -60 L
3 8 Nyt =2(Mrp + Mup + 1) Z QR (3)
| 1=1
-100}- L
Naaa =2(Mpp + Myp) > QuR; 4
-120 — =1
0 5 10 15 20 25 30 35 40 I
time [ms]
Ncoet =2(Mpp + Myp + 1) Z Qi )]
Fig. 10. Envelope of impulse response of the filter-bank channgl at =1
1002 Hz.
Nstate = (MLp + Mup) Y Qu. (6)
10 . ~ . 1=1
8 | ; The formulas are based on the direct form | or Il filter
- structure. The number of multiplicationd.,;, and additions,
E 6 h Naqa, relates to the processing of one input audio sample. The
&4l | requirements for coefficient ROMNcoof, and state RAM,
© Nsiate, 1S Calculated in words. The word length used for the
2 ] described implementation is 32 bits. The complexity depends
0 , on the filter order of the LPRMp, and HPFMygzp, moreover
0.01 0.1 1 10 on the number of sections per stagg, and the number of

fi H . X ! . .
center frequency [kfiz] stages,L with the stage indeX. The ratioR,; is the sampling

Fig. 11. Delay of cochlear filter bank (44.1 kHz sampling rate). rate quotient of the filter bank input and the stage output. For
a cochlear filter bank as given in the previous subsection with

mechanics, for example see [5], [6]. Thus, the phase chari?—inpm sampling rate of 44.1 kHz the complexity results in

— EQR — K — —
teristic qualitatively agrees with measurements of basilar memMul = 995, Nada = 510, Noer = 1442, andNsyare = 618.
brane velocity in the cochlea [10] For applications requiring a lower complexity the number of

Fig. 10 shows the impulse-response envelope for the fil phfrequency bands in the first filter-bank stage can be reduced
cente'red at 1002 Hz using decibel ordinate units. The modeli éomitting the corresponding high-pass filter calculation. The

of temporal masking requires that the temporal spread of a filere ~c" frequency rgsolution_ at high frequencies significantly
that is reflected by its impulse response does not exceed uces the complexity but might be still tolerable for many ap-

limits of premasking and postmasking. Premasking is geng iC"?‘“O”S- Reducing th_e number O.f sections is qnother way to
ally considered to last for a few milliseconds before a mask Fh|eve lower complexity. Bl.ﬂ the filter slopes wil be_ affected

is switched on. The temporal filter response is in the same ti scome I?SS steep) so that.'t m_lght be necessary to increase the
range, since it reaches the maximum after 3 ms. Postmas Ry Pass filter orders to maintain the slope steepness. Thus, a
can last for about 200 ms after a masker is switched off ['f. uced number of sections does not necessarily provide a pro-

Since the temporal filter response shows an attenuation of m Pe(tlonal complexity reduction. The coefﬁmgnt ROM require-
ment Ncoer Can be reduced by about 50% if only one set of

g;?g nlsogb(il\s/ ea.fter 36 ms from the maximum, it fulflls the Concoef“ficients is used for identical filters in different stages.
The time needed for the envelope to fall below a given
threshold decreases with increasing filter center frequency.
This duration is approximately inversely proportional to the In this section, a psychoacoustic model is proposed based on
center frequency. Thus, the filter responses above 1002 the cochlear filter bank. It is designed for applications in audio
do not exceed the limits of temporal masking. The time faoding that use an approximated masked threshold in the en-
reaching the impulse response maximum exceeds 3 ms at ceateling process. Fig. 12 shows a simplified block diagram of
frequencies well below 1002 Hz down to 500 Hz. It is assumehe proposed psychoacoustic model. The input audio signal is
here that premasking duration increases at lower frequengiescessed by a filter approximating the smoothed average fre-
as well, so that the premasking duration is not exceeded. Thisency transfer function of the outer- and middle ear (OME). It

assumption is motivated by the little amount of psychoacousticimplemented as a fifth-order IIR filter with a magnitude fre-

premasking data available today. quency response as shown in Fig. 13. Subsequently a spectral
Fig. 11 shows the filter bank delay computed from the timgéecomposition by the cochlear filter bank (FB) is performed as

delay of the impulse response envelope maximum. Belowdascribed in Section IIl.

center frequency of 500 Hz, a filter delay between 8 and 10 msThe following processing steps are applied to all output

exists. Above 500 Hz the delay decreases exponentially.  bands. They are shown in Fig. 12 for one band only. After

IV. PSYCHOACOUSTICMODEL
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audio | e L] cochlear FB high frequency bands that have a sufficiently low delay. In this
signal - case, a slight temporal shift of the threshold at low frequencies
LS ' 'l - BM velocity can usually be tolerated and is assumed to be much less critical
relcc}\'l‘;'_ca;g’s”/ than a temporal mismatch at higher frequencies.
f The signal representation in medium and high center fre-
HC output bands at this model st ists of the band- -
delay qguency bands at this model stage consists of the band-pass en
compensation velopes corresponding to the inner hair cell outputs. Due to
— 3 the rectification and low-pass filtering, the sampling rates of
fluctuation ()2 these signals can advantageously be reduced at medium and
measure high center frequencies which creates only negligible aliasing.
MSR neural The estimation of masked thresholds from this representation
processing . . . .
involves the following steps, motivated by the auditory neural
Ster”;ggirs' processing: a square function to calculate the energy, a level
P 9 offset (masker-to-signal ratio—MSR), and temporal spreading
Howelfe)2  mapping of the threshold to account for temporal masking effects. Ad-
ditionally, inverse OME-filtering is necessary to map the “in-
t;,’;";i’;g?d ternal” energy representation to the external audio signal do-

main. The level offset is adjusted according to the amount of
Fig. 12. Block diagram of psychoacoustic model. (BM: basilar membranenvelope fluctuation in the same band. The fluctuation measure
IHC: inner hair cell). corresponds to the “tonality” measure applied in other models,
like [3]. Here it is based on the maximum-to-minimum ratio
10 of the envelope as described in [5], [6]. Larger fluctuations re-
sultin a larger MSR (less tonality) and thus in a higher masked
threshold level. A temporal spreading or smearing is applied af-
terwards to account for that part of temporal premasking and
postmasking that is assumed to be created by auditory neural
-20 / processing. The cochlear filter bank already introduces temporal
/ smearing according to the shape of the filter impulse responses,
-30 [/ but its amount is too small to fully model temporal masking ef-
fects. The inverse OME-filtering is finally done by applying a
0.01 0.1 1 10 constant gain to each band. The resulting masked threshold level
center frequency [kHz] is valid for the band center frequency and varies in time with a
maximum sampling rate corresponding to the possibly down-
sampled filter bank output signal.
Traditional psychoacoustic models, e.g., the basic MPEG-2
cochlear filtering the effect of the inner hair cells (IHC) iSAAC model [3], have a computationally more efficient uniform
taken into account by rectification and second order low-paiéer bank compared to the cochlear filter bank. However, due

0 _—

HomEe(fc) [dB]
3
N

Fig. 13. Magnitude frequency response of OME filter.

filtering with the cutoff frequencyfyp in hertz to the uniform spectral resolution a mapping to cochlear filter
bands and a spectral energy spreading must be done as described
fes fe <300 above which is not necessary in the new model. The mapping
fip = f. 0.25 (7) and spreading contribute significantly to the complexity of tra-
300 <300> , fe>300 ditional models.

Fig. 14 shows masked thresholds produced by the model in

where f, is the center frequency of the corresponding band frig. 12 for a 160-Hz-wide Gaussian noise masker centered at 1
hertz. The cutoff frequencies are in the order of physiologickHz. The different masking curves are randomly selected sam-
data (for example see animal data in [11]). The dependency@as from different time instances and reflect the fluctuating na-
center-frequency is not physiologically motivated. It was intrdure of the masker. The masked threshold at the output of each
duced to optimize the overall performance of the model. model band is assigned to the band center frequency. For ex-

The next stage compensates for a possible delay mismag¢hple, a probe signal ata band center frequency is assumed to be
between the psychoacoustic model and the audio coder uggaudible, if its level is below the calculated masked threshold.
The delay introduced by the model is dominated by th&s expected, the masked threshold resembles the filter response
cochlear filter bank. Fig. 11 shows that the delay decreagdsl kHz on a reversed frequency scale.
with increasing center frequency and has a maximum of 10 ms
for a sampling rate of 44.1 kHz. For most audio coders a
delay of more than 10 ms is appropriate, so that the masked
threshold can be perfectly synchronized with the coder. ForTo evaluate the performance of the new psychoacoustic
special low-delay coders a shorter delay may be required.rfrodel it was implemented in two state-of-the-art audio coders
this case a perfect synchronization can still be achieved for thy replacing the original (reference) model with the new one.

V. EXPERIMENTS
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noise centered at 1 kHz. The threshold patterns were generated by the modei i

Fig. 12 at four randomly selected times. . o . . . .
Fig. 15. Subjective difference gradings and 95%-confidence intervals of PAC
with reference or new psychoacoustic model for seven subjects. Results for

The reference models of both coders are based on a unifgff'au@! excerpts (left) and average over all excerpts (right)

filter bank. The performance of each coder was compared for

both, the reference and the new psychoacoustic model in temmasked threshold is calculated by uncompressing and applying

of bit rate and audio quality. The aim was to achieve transparentonality measure to adjust the threshold level.

quality of audio material with respect to its compact disc All coders were operated without rate control in order to en-

(CD) version downmixed to mono. The psychoacoustic modslire the availability of a sufficient number of bits for encoding.

parameters were tuned individually for each coder to achievaus, the quantization noise level does not exceed the masked

the target quality at minimum bit rate for a small representativhreshold due to an insufficient number of bits. The resulting

set of audio excerpts. These excerpts were not included in th#ferent bit rates for the audio excerpts are considered in the

evaluation. evaluation.

The first coder is a traditional subband coder, the perceptualThe coder performance in terms of audio quality was evalu-
audio coder (PAC) [12]. The original psychoacoustic model @fted with an informal subjective listening test. The test design
this coder is based on a complex uniform filter bank. The bagiyd procedure was based on ITU-R BS.1116 [15]. Most of the
underlying algorithm of this model is similar to the model in [3pubjects were expert listeners. The excerpts were mono audio
but it uses an improved tonality measure. PAC block-wise esignals of about 10 s duration sampled at 44.1 kHz and pre-
codes successive windowed input samples. It uses one long 6eated via headphones (Stax) in a sound booth. The ten most
group of eight short windows in case of transient input signals.gxitical excerpts for the listening test of each coder were blindly
pre-echo control mechanism is applied to avoid audible distgrreselected by two subjects from a set of more than forty critical
tions due to the temporal noise spreading within each windoexcerpts that were not used for coder tuning.

A separate pre-echo control is not necessary with the new model
since the minimum masked threshold from the high time-reso-
lution model output is applied in each block.

The second coder used for a comparison of model perfor-The experimental results for PAC with reference or new psy-
mance is a prefilter-based coder [13]. In the coder configureéhoacoustic model are summarized in Fig. 15 and Table I. A
tion used here, the encoder comprises a time-varying prefiltfifierence grading of zero means no perceptual difference be-
cascaded with a subband coder. PAC [12] was applied as t@en reference and coded signal. Smaller difference gradings
subband coder using the same constant quantizer step sizedftespond to increasing degradations with respect to the unpro-
all subbands with disabled psychoacoustic model. Thus, at ¢#ssed reference signal. The overall performance with the new
output of the subband decoder white quantization noise is sup@iodel is slightly but not statistically significantly better (confi-
imposed to its input signal. The postfilter in the decoder shapgsnce intervals overlap; see Fig. 15 right). The gradings for the
the noise according to the masked threshold such that it is jusdividual excerpts are not significantly different either. How-
inaudible. The prefilter is inverse to the postfilter. It distorts thever, significant differences could have been detected from a
input audio signal in order to compensate for the postfilter effegist with more subjects since the confidence intervals usually
on the audio signal. get smaller with an increasing number of subjects. The average

The reference psychoacoustic model of the prefilter coderhii rate for PAC with new psychoacoustic model is 9% less than
based on ideas described in [14]. The spectral decompositibe reference PAC (see Table I). In summary, the new model in
of that model is also based on a complex uniform filter banRAC achieves the same quality as the reference at a lower bit
The cochlear-filter band energies are calculated by mergirage.
the corresponding subband energies. The resulting energieShe experimental results for the prefilter-based coder with
are dynamically compressed and spectrally spreaded. Tkéerence or new psychoacoustic model are summarized in

VI. RESULTS



502 IEEE TRANSACTIONS ON SPEECH AND AUDIO PROCESSING, VOL. 10, NO. 7, OCTOBER 2002

TABLE | TABLE I
TEST ITEMS AND BIT RATES FORPAC WITH REFERENCE ORNEW TESTITEMS AND BIT RATES FORPREFILTER-BASED CODER WITH REFERENCE
PSYCHOACOUSTICMODEL. THE RIGHT-MOST COLUMN SHOWS THE RATIO OF OR NEW PSYCHOACOUSTICMODEL. (BIT RATES DO NOT INCLUDE SIDE
BIT-RATES FROM THE NEW AND REFERENCEMODEL INFORMATION FOR POSTFILTER ADAPTATION.) THE RIGHT-MOST COLUMN
SHOWS THERATIO OF BIT-RATES FROM THE NEW AND REFERENCEMODEL
excerpt source reference | new/ref.
[bit/sample] (%) excerpt source reference | new/ref.
A fire alarm bell 1.291 100 [bit/sample] (%l
B | hit on glass 0.616 127 A | hit on glass 0.946 109
C | table tennis 1.445 9 B | clarinet 1.394 87
D clarinet 1157 82 C female speech 1.772 90
E male speech 1.976 95 D | child’s speech 1.757 116
F | oboe 1.153 86 E | oboe 1.304 %
G bag pipes 0.934 101 F pitch pipe 1.615 8
H glockenspiel 1.105 76 G bag pipes 1.321 107
I male vocal 1.601 7 H male vocal 1.596 65
K triangle 1.242 79 I triangle 1.454 83
K female vocal 1.962 95
average: 1.252 91
average: 1.512 93
individual excerpts average
1 ‘ ‘ ‘ P réf. m‘odel‘ i
© new model uniform decomposition and the properties of the human
of | 0 1 auditory system. This is achieved by introducing an efficient
% - cochlear filter bank that closely approximates cochlear time-fre-
_é’ T % % } J % g 6 quency resolution. In contrast to the u_niform transform used
3‘1 - N VR iV g‘1 in traditional models, the filter bank achieves a phase response
3 % N 3 5 in better agreement with human cochlear filters and preserves
§_2 J{ B §-2, the phase-related interaction of frequency components in each
£ } % E band. The postprocessing for the masked threshold estimation is
less complex than in traditional models. The generated masked
-3t -3 thresholds appear to be more accurate since the performance
of state-of-the-art coders increases with the new model. The
. new model is a good candidate for low-delay coders, since the

A B CDEF GH I K et now delay is dominated by the cochlear filter bank that has the low
delay of minimum-phase IIR filters with a maximum of 10 ms
Fig. 16. Difference gradings and 95%-confidence intervals of thﬁt very low center frequencies
prefilter-based coder with reference or new psychoacoustic model for nine . C .
subjects. Results for individual excerpts (left) and average over all excerpts | N€ cochlear filter bank used in the psychoacoustic model
(right). covers a range of center frequencies from 20 Hz to 20 kHz by

. . . 3 filter bands. The low-pass and high-pass filters of the filter
Fig. 16 and Table II. The average difference gradings for a;]gnk are realized as IIR filters. Compared to FIR filters, the

excerpts (Fig. 16 right) show a significant quality |mprovementw_order IIR filters lead to lower complexity, a reduced group

. e
0, h
for the new psychoacoustlc model. 50% of the individua | v, nd | res tter tched with tt it ry

excerpts are significantly better (nonoverlapping confiden%eStem

intervals). The average bit rate for all excerpts for the code The filter bank can be adapted to applications that require fre-

with the new model is 7% less than the reference (see Table II). . . .
. ency responses different from the example above. This flexi-
Thus, the new model improves the performance of the pr%

filter-based coder in terms of bit rate and audio quality. bility also pgrmﬂs different frequency spacings or bandw'ld'ths,
: eag., according to a Bark or ERB scale [8], [16] by defining
Results from both experiments suggest that the new psychga: iate desired f oHgd) f h il
coustic model is able to improve coders independent of the ty, ¢ appropriate desire requency resp $¢) for eac liter
X b&nd. Thus, the proposed filter-bank structure provides a flex-
of core technology used. A performance comparison betwe%p L . .
) ] e[framework for approximating the auditory time and fre-
the prefilter-based coder and PAC based on these results is no L L
. . . . dency resolution in different applications.
relevant and meaningful since the quality scales as applied (ﬂ)y
the subjects in the two listening tests was probably significantly
different. ACKNOWLEDGMENT
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