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An Examination and Interpretation of ITU-R BS.1387:
Perceptual Evaluation of Audio Quality

This report examines the standard which describes a method for the objective
measure of perceived audio quality (ITU-R Recommendation BS.1387). This standard
uses a number of psycho-acoustical measures which are combined to give a measure of
the quality difference between two instances of a signal (a reference and a test signal).
Many aspects of the standard are under-specified. This report examines alternate inter-
pretations. It also looks at efficiency issues in the implementation of computationally in-

tensive parts of the algorithm.

1 Introduction

This document examines the Perceptual Evaluation of Audio Quality (PEAQ) as described
in ITU-R Recommendation BS.1387, Method for Objective Measurements of Perceived Audio
Quality [1]. PEAQ can be used for rating the quality of, for instance, an audio coder. Additional
background on PEAQ can be found in [2]. The description in BS.1387 is inadequate by itself to
allow for a conforming implementation. Corrections and clarifications to BS.1387 are available
[3], but they still fail to provide al of the necessary details. These have been incorporated into a
Draft Revision of the standard [4].

A group of graduate students at the TSP Lab, Electrical & Computer Engineering, McGill
University implemented parts of PEAQ as part of a course project. Different members of the team
independently implemented a C-language and a Matlab version. The results and assumptions used
for the implementations were compared and rationalized. However, in the resulting implementa-
tion still did not aways give reasonable results. Part of the blame was put on ambiguous and
poorly described parts of the standard. Only after the project was finished wasit discovered that
some of the tablesin the standard had scrambled entries. (These are corrected in [4].)

At the same time, F. Baumgarte (from Bell-Labs, L ucent Technologies) and A. Lerch (now
at zplane) were attempting separate implementations, but also were having trouble interpreting
the intentions of the standard [5]. Lerch has implemented the code for the Basic version of PEAQ

(available on-line a one time [6]).
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Problems with BS.1387

The BS.1387 standard has two options: a Basic version and an Advanced version. The Basic
version uses a FFT based ear model, while the Advanced version uses that model as well as afil-
ter bank based ear model. In both cases, model output variables are combined using a trained neu-
ral network to give a single metric, the Objective Difference Grade (ODG) which measures the
degradation of atest input relative to areference input.

A standard is normally written so as to unambiguously specify the operations needed for a
conforming implementation. Certain parts of BS.1387 are underspecified, so that it is not possible
to choose between plausible alternatives. Some of the model output variables are poorly de-
scribed. The EHS; model output variable is a case in point. The description is ambiguous. The
description of the operations for parts of the Advanced version has additional problems. Some of
the specification isin the form of pseudo-code. There are errorsin the pseudo-code, some of
which were corrected in [4]. It remains an open question as to whether the reference implementa-

tion also contains these mistakes.

The standard gives atable of the output quality measure for a number of test cases. How-
ever, the standard does not give values for the model output variables that |ead to these values. In
the Basic version of PEAQ, there are 11 model output variables that are combined with aneural
network. If these values had been given as part of the conformance tests, it might have been pos-
sible to disambiguate parts of the standard. It is the opinion of this author that a conforming im-
plementation is not possible without access to additional information not contained in the stan-
dard.

Goals of this Document

This document attempts to rationalize the interpretation of ambiguous or poorly described
sections of the standard. The goal of this present work is to use BS.1387 as a point of departure to
understand the techniques employed in the standard to evaluate audio quality. The hopeis that
such an understanding will lead to use of parts of the PEAQ algorithm to guide design choices for
audio coders, first in a conceptual sense and later perhaps even in the process of better dynami-
cally alocating bits within the coder. One element of the examination is the efficiency of imple-

mentation of different parts of PEAQ with aview to incorporation in rea -time audio coders.
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2 Timeto Frequency Domain (FFT-based Ear Model)

2.1 Input

The PEAQ model assumes that the input signals are sampled at 48 kHz. The test and refer-
ence signals are assumed to be time-aligned. Processing occurs for frames of 2048 samples (43
ms). The frame advance is 1024 samples, resulting in a 50% overlap of frames. Thefirst stepsin
the process of converting from time samples to frequency-domain samples are the same for the
test and reference signals and indeed for the channelsin a stereo signal.

The sampling frequency will be denoted as F¢ and the frame length as N . Let aframe of

data contain samples x{n] with n running from0to Ng -1, inclusive.

2.2 Windowing

The frame of datais windowed with a Hann window. A basic discrete-time Hann window is

given by

1[1— 2 _
5[1-co F”El)]' 0<n<Ng -1,

hn,Ng] ={ (1)

0, otherwise,

where the sampling frequency has been denoted as F . This window is zero-valued at the end-
points n=0, and n= Ng —1, meaning that this window has only Ng —2 non-zero terms.* The
sum of squared window valuesis
> hP[n,NE]=2(Ng -1). 2
n=-—oo

This value can be used to scale the window such that for DC or white noise, the energy per sam-

ple after windowing is the same as the energy per sample before windowing.

! There are three reasonable choices for the window length (in the notation of Eq. (1)), Ng, Ng +1
or Ng +2, each with N or fewer non-zero coefficients. If the window were a Hamming window (a Hann
window on a pedestal), the first would be the natural choice (giving Ng non-zero values). For a Hann win-
dow, the number of non-zero samplesisless by two. Consider a pure sine with a frequency which coincides
with the centre of one of the DFT bins (frequency kF,/ Ng ). Only the middle choice of Hann window
length is free of spectral leakage for those sine frequencies. The last choice of window length gives the nar-
rowest main lobe in the frequency response of the window.
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The actual window used in the standard is a scaled version of Eqg. (1),

h[n] =/ hin,Ng . 3)

Clearly, the window scaling was meant to compensate for the energy 1oss due to the taper in the

window. However, the scaling used is off by the factor \/1-1/ N .

2.3 Frequency Domain Coefficients

The windowed datais converted to the frequency domain using a scaled Discrete-Fourier

Transform,

_ 1N — j27mk / N
X[k =5 2. hunlxnle : (4)

F n=0
The scaling factor is unconventiona (at least in the engineering signal processing literature). The
DFT valuesare defined for 0<k < N —1. However, only valuesfor 0< k< N/2, correspond-

ing to frequenciesfrom 0 to Fg/2 (24 kHz) will be needed in the sequel.

2.4 Calibration of the Loudness Scaling Factor

Some of the perceptual quality factors depend on the actual sound pressure level of the test
signal. A calibration step is needed to fix the mapping from input signal levelsto loudness. The
calculation of the scaling factor is discussed in Appendix A. The additional scaling factor, denoted

hereas G, , (which takes into account the window scaling and the DFT scaling) is equal to

L,/20
G = 10 (5)

L~ o Ne—1'
N

where L, isthe sound pressure level (SPL) in dB corresponding to a full-scale test sine. In the

absence of other information, BS.1387 indicates that L, should be set to 92 dB SPL. The pa-
rameter A, isthe maximum amplitude of the sine (for instance 32 768 for 16-bit data) and
y(f.) isafactor which varies from 0.84 to 1 depending on where the frequency of thetest sine
fallsrelative to the DFT bins. For atest frequency of 1019.5 Hz as suggested in BS.1387, y(f.)is
equal to 0.8497. Using these values, G, isequal to 3.504.

The standard states:
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“Where the normalization factor Normis calculated by taking a sine wave of 1 109.5 Hz and 0 dB full scale

asthe input signal and cal culating the maximum absol ute value of the spectral coefficients over 10 frames.”

This measurement is unnecessary, since the appropriate gain value can be calculated analytically.

The scale factors for the Hann window, the DFT and the loudness scaling factor can be
lumped together if desired and applied once. Appendix F.1 gives Matlab code for the operations
described above.

The calibration procedure involves setting the peak value of the DFT for asinusoidal input
to agiven value. However, sound pressure level is an energy phenomenon. A more appropriate
calibration would involve the total energy which by Parseval’s relationship is preserved in the
frequency domain. Such a calibration procedure isindependent of the frequency of the test sine.

2.5 Outer and Middle Ear Modelling

The frequency response of the weighting filter as given in BS.1387 isrestated here. There-

sponse of the outer and middle ear is modelled as

Ag (f) = ~2.184( £ /1000) 8 +6.56708(11900-33% _6 g0 £ /1000)>°,

(6)
W(f)=10%s(N/20

Note that at zero frequency, theresponsein dB is —co . Thisresponseis plotted below. The re-
sponse at 1 kHz is —1.9 dB and the peak value of +5.6 dB occurs near 3.3 kHz.

10 T T T T T T T T T T

Response (dB)

0 2000 4000 6000 8000 10000 12000
Frequency (Hz)

Fig.1 Outer and middle ear response. A marker appearsat 1 kHz.
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Theresponse in Eq. (6) is similar to that given by Terhardt [7]. The differenceisin the first
term which controls the response at low frequencies. Terhardt uses afactor 3.64 rather than 2.184
(whichisgiven in the standard as 0.6x3.64) in the first term. Later in Section 2.16 of the stan-
dard, we meet the other part of the factor (0.4%3.64) as the contribution due to internal noise.

The vector of weights (linear scale) is given by

K

WIK] =W

), osk<E. ©)

Note that at zero frequency (k =0), the weight is zero. Using these weights, the weighted DFT

energy! (including the loudness scale factor) is

|XWIKI[F = GEW2[K]|X[K]?, Osks'E. (8)

2.6 Critical Band Decomposition

The grouping into critical bands uses a frequency to Bark scale conversion,

z=B(f) ©
=7asinh( f /650),
where the units of z are Barks. The inverse mapping is
f =B(2) (10)
=650sinh(z/ 7).

Frequency Bands

The processing uses frequency bands which differ in width for the Basic version and the

Advanced version of PEAQ. For the Basic version, Az :% , while for the Advanced version,

Az =% . Thefrequency bands start at f; (80 Hz) and stop at f; (18 kHz). All bands but the last
have the same width in Barks.

The bands can be specified in terms of alower frequency edge, a centre frequency and an
upper frequency edge. The centre frequency is the frequency corresponding to the centre of the

filter band on the Bark scale. The band values on the Bark scale are given as follows,
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glil=2 +ilz
.z +(+DAz), i+1<(zy -7)/ Ix

all= {ZU , otherwise (D
i = Zlil =2l

Zli] ==

where z =B(f, ) and z; =B(f ). The corresponding band edges in frequency are given by

using the inverse Bark mapping

filil =B~ (zlil),
feli] = B (zl[i]), (12)
fulil =Bz [i])-

For the Basic version, there are 109 filter bands; for the Advanced version there are 55
bands. The band edgesin Hz are given to 3 decimal placesin tablesin BS.1387. The band edges
calculated using the procedure described above agree with the tabulated valuesin BS.1387 to
within 0.003 Hz. Appendix F.2 gives the Matlab code to calculate the critical band parameters.

Grouping of Frequency Bins

The next step of processing isto take aframe of frequency domain samples (based on DFT
bins) and group them into the frequency bands defined above. The grouping is done as follows.

DFT bin k corresponds to frequency f[k]=kF;/Ng andisconsidered to be distributed over the
bin width, i.e., the bin extends +F;/(2Ng) from the centre frequency. BS.1387 contains pseudo-
code which calculates the energy per frequency band given the energy distribution in DFT bins.

A more computationally efficient procedure is to precompute tables, obviating the need for

comparisons. For the i "th frequency band, the contribution from the energy in DFT bin k is

max[0, min( f,[i], 22 FS) max( f[i], 252 FS )]

Uli k] = = (13)
Ne
Theenergy inband i for aDFT-based signal is
kil )
Ealil= > ULiLKI| XK, (14)

k=k[i]
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where U[i,k] isnon-zero over theinterval ki[i] <k <k,[i] . Notethat U[i,k] isequal to unity
when k isstrictly insidetheinterval, leading to the simplification?
[i]-1

Ky
Eli]=U XK+ Y XKD UL X k[l

k= [i]+1

2, (15)

where U, [i] =U[i,k[i]] and U[i] =U[i,k,[i]] . Appendix F.3 includes Matlab code to carry out
the grouping of the frequency bands.
A last step isto set the energy to 1x107*2 if it isless than this value,

Bpli] = max(E,[i], Erin). (16)

where E,j,, is 1x107%2,

2.7 Internal Noise
An offset is added to the band energies to compensate for internal noise generated in the ear,
Eli] = Ep[i] + B[], (17)

where the internal noise is modelled as

Einag (fisz) =1.456( f /1000) °%,

18
EIN[i] :1OE|NdB(fC[i])/10. ( )

The factor 1.456 is given in the standard as 0.4x3.64, which isthe missing part of the formula
given by Terhardt, referred to earlier. The responseis plotted below. At 1 kHz, the contribution is
1.46 dB.

Theenergies EJi] arereferred to as the pitch patterns.

2.8 Frequency Spreading

The spreading operation is described in Appendix B in terms of a continuous Bark spectrum.
That description is converted here to the corresponding calculation on a discrete Bark scale used
in BS.1387.

The spread Bark-domain energy responseis

2 This formulation assumes k,[i] > Kk [i] . If not then one of U,[i] or U [i] should be set to zero.
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20 T T T T T T T T T T

Response (dB)

O ! ! N i £ SP6-6-0-0- £
0 2000 4000 6000 8000

Frequency (Hz)

Fig. 2 Internal noise contribution. The markers indicate the centres of the fre-

guency bands for Basic version of PEAQ.

aSa

10000 12000

1
0.4

. 1 (Ne? . 04
Eglil=——| > (E[lIS(.I,E[l])) : (19
BJlill =

where N, isthe number of filter bandsin the fractional critical band representation (109 for the

Basic version and 55 for the Advanced version). The normalizing factor is calculated for arefer-
ence level of 0 dB for each band,

1

N.-1 04
B[i] ={ ) (S(i'LEo))M] , (20)
1=0

where Ej =1 (0 dB). The normalizing factor can be pre-computed since it does not depend on the
data

The spreading function is

S(,l,E) =ﬁ10315(i.l£)/107 o
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where the normalizing term is chosen to give a unit areafor each centre frequency | . The spread-
ing function in dB istriangular,®
27(i -1 Az, i<l,

SdB(i’I’E):{[—M—fzi[IO]+2Ioglo(E)](i -1) 2. 2,

(22)

The computations involved in the evaluation of the spread energy can represent alarge frac-
tion of the overall computations needed for PEAQ. However, the form of the spreading function
leads to a regrouping which allows for some terms to be pre-computed and others to be computed

recursively.
1 (102.7Az)i—l, i<l,
SG,1L,E) = Al E)
A(|1 5 [ (10—2.4Az)(10—23Az/ fc[l]) (Eo.zm)]i - ’ i>1,
, (23)
1 a i<l
A ™ o
A(IlE)[aU aclllag (E)]' ™, i1,

wheretheterms a, , a,, ac[l], and ag(E) areimplicitly defined by the first part of the equa-

tion. The normalizing term A(l, E) isthesumover i of S(i,l,E) and can be expressed in closed

form as

I . N1 .
AHLB) =Y AT + Y (ayacllag(E)' T -1
i=0 i=l (24)

_1-a"? 1-@acllae (BN
1-at 1-ayaclllag (E)

Consider splitting the computation of the spread energy response in Eq. (19) into two parts,

Egli] = ——(Eq [i] + Eg [i1)54, (25)

By[i]

where

3 For low frequencies, the frequency spreading due to the time windowing of the input signal isasig-
nificant fraction of the critical band width. The spreading functions can be narrowed to compensate [9].
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N E ) )"
By [i]= IZ( A E“DJ (a2) (26)
and
o g Y™ 0.4\
Ew[l]—g(mJ (avachiae END)*) (27)
Further computational reorganization can be done for the lower part of the spreading func-
tion,
0.4
EsL[Nc‘l]z[AE[N—C_i]j :
(I,E[N; -1])
(28)
a4 g eip ) S
ESL[I] =ap ESL (| +1) +(mj ..... .

The term which includes the upper part of the spreading function is not quite so amenable to sim-

plification. Some computational savings accrue if we compute the power term recursively.
The computational procedure for creating the excitation patternsis shown in Appendix F.4.

The excitation patterns derived ( Eg[i]) are referred to as unsmeared excitation patterns

(unsmeared in time). They will be used in calculation of modulation patterns.

2.9 Time Domain Spreading

The formulation until now has been based entirely on processing a single frame. We now in-
troduce a time spreading which depends on multiple frames. For this purpose we add aframe in-

dex n to the spread energy in the Bark domain, E[i,n] . Frames are updated every Ng /2 sam-

ples. The framerateis

— FS

F ) 29
A (29)

To model forward masking, afrequency dependent filtering (smearing) over timeisimple-

mented,

E¢[i,n] =afi] E¢[i,n -1 +( -afi]) Edli. ],

. : : (30)
Egli,n] = max(E¢[i,n], Eg[i,n]).
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The parameter afi] controls the time constant of the averaging for decaying energies. The

max () function in the second line means that EJi,n] follows increasesin energy instantaneously.

Theinitial condition for thefiltering is given as E¢[i,0] =0 . We assume that frames are indexed

from n=0 for consistency with the sequel. Then, theinitial condition isactually E¢[k,—1] =0.

The outputs Es[i ,N] are known as excitation patterns.

2.9.1 Time Constants

The time constant of the first order difference equation (in frames) is —1/log(afi]) . Thetime

constant in secondsis

, 1
. B— 31
il Felog(alil)’ (31)

where F isthe frame rate. The time constant for filter band i is specified as,
. 100
i} =7 pin +——=(T100 ~T min)> (32
felil

where 7,55 =0.030sand 7,,,,, =0.008s. Then afi] can be calculated from

1
Fssli]

afi] = exp(-

)- (33)

The time constant at 100 Hz is 7,4, . The lowest centre frequency is only slightly below 100
Hz. The smallest time constant occurs at the highest centre frequency and iscloseto 7., . The

time constants are plotted below.
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Fig. 3  Time constants as a function of frequency for 7,,,,, =0.008 s and

T100 = 0.030 s. The markersindicate the centres of the frequency
bands for the Basic version of PEAQ

12000
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3 The Filter Bank Ear Model

The Advanced version of PEAQ uses a Filter bank ear model as well as the FFT-based
model. The scaling for the input to the filter bank is given assuming that full scale for the input
iSAna =32767. More generally, the scaling applied to the input is,

_qote/2 Anax

g 32767’

(34)

wherein the absence of other information, L, isassumedtobe92dB SPL. If A, is32767

(16-bit data), and L, =92dB SPL, g =1.2150.

3.1 DC Rejection Filter

The signal is then passed through a 4'th order DC regjection filter to remove subsonic signal
components. Thisfilter is a Butterworth highpass filter with a cutoff of 20 Hz and is realized as
the cascade of two second order |IR sections. Thefilter responseis derived in Appendix C. The
magnitude of the frequency response is plotted below.

0 -

o —20} 1
=
(<}
e
=
5 401 1
£
<

_60 - N

_80 L 1 L 1 L 1 L 1 L

0 20 40 60 80 100
Frequency (Hz)

Fig. 4 Freguency response of a4'th order Butterworth highpass filter with
cutoff at 20 Hz.

Implementing the filter with second-order sections,

Xa[N] = —8g1Xa[N =1] —8gpXa[N =2] +X[n] —2x{n 1] +x{n 2],

Xop 1] =~y [ 1] ~arpXep[1 ~2] 435111 -2, =] i 2. (39)
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Several memory saving approaches can be used for implementing the highpass filter. Each section
uses the current and two previous inputs, and two previous outputs. Noting that the output of one
section isthe input to the next, some of this memory can be shared to give an efficient

implementation.

3.2 Filter Bank

Thefilter bank uses bandpass filters at 40 centre frequencies ranging from f, =50Hz to

fu =18000.02 Hz. The centre frequencies are equally-spaced on the Bark scale with a spacing

given by
nz=2U0u) = B(R) (36)
N, -1
The centre frequencies are’
z[K] = B(f,) +kAz, 0<k <N, -1,
f.[k] = B™(z[K]) O<k<N, -1 57)

For each centre frequency, thereisa pair of linear phase FIR filters, an in-phase filter and a

quadrature filter,

hy [k,n] = hy [k, njcos(277-2 (n - By, 0<n<N, -1,
. (38)
holk, nl = hy[k,n]sin(277 4 (n - Ty, 0<n<N, -1
where the lowpass prototype for filter k is
4 . 5 n
holk,n] =—sin“(7—), 0sn<Ny -1 (39

Ny Ny

The prototypes have lengths as tabulated in BS.1387. See Appendix D for afurther discussion of
the filter responses. The response of the filter bank is shown below. The figure below shows the
superimposed responses of the in-phase filters. The abscissa has been warped to the Bark scale,
but is labelled with frequency in Hz. Note that the lowest frequency bandpass filter has a signifi-
cant response down to DC. However, the subsonic components up to 20 Hz have already been

removed by the DC rejection filter.

* The results when rounded to two decimal places differ by at most 0.01 Hz from the values tabul ated
in BS.1387.
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Fig.5 Superimposed filter bank responses. The frequency axisislinear on a
Bark scale.

Note that although the filters are specified to have an even number of coefficients, the first
coefficient of each filter is zero. Thus they are effectively of length N, —1. Thereisa“middle”

coefficient which is used as atime reference for the modulation termsin Eq. (38). Thefilters are
aligned in time relative to the middle of each filter. Thisinvolves artificially adding delay to the

shorter branches of the filter bank.

N =2
x [k,nl= > hy[k,mixp[lsn—m=Dy],
m= 0 (40)

Xolk,n] = ZhQ[k M X[l sn =M =Dy ],

where the filters re-indexed to omit the first (zero-valued) coefficient and scaled by g,

h [k,n] = gh [k,n+1] 0<n<N, -2,

holk,nl = ghglk,n+1] 0snsN, -2 (41)

The output is subsampled by the factor 15 =32.

The centre coefficient in the re-indexed filtersis at index N, /2-1. For the longest filter
(k=0), the delay is set to zero, Dy =0. Thefirst coefficient of thisfilter aigns with x,,[n] and
the middle of thisfilter aigns with x,,[n—Nq/2+1]. The delays used to align the middle of the

other filters with this same sample are
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No — N

D, =
k 2

(42)

The standard indicates that the reference implementation adds one to the delay of each branch
(including the branch with the longest filter).

The output of each of the filters has a sampling rate of 1500 Hz in each channel. As noted in
the standard, this reduced sampling rate too small for the wider upper bands — some aliasing will

be inevitable for those bands.

3.3 Outer and Middle Ear Modelling

The frequency response of the outer and ear model used earlier (Eqg. (6)) evaluated at the

center frequencies of the filtersis used to weight the filter outputs,

Xjwlk, n] =W (f.[K])x [k,n],

(43
Xowl K, N =W (f[K]) X[k, n].
3.4 Frequency Domain Spreading
The filter bank outputs are spread in frequency. The spreading function is level and fre-
guency dependent. The spreading function is similar to that encountered earlier for the FFT
model. There are differences in the slopes of the function and the fact that it is applied in the
magnitude domain instead of the power domain raised to the 0.4 exponent.
The instantaneous spreading functionin dB is
31(z- z.), 257,
SJB(Zch;E)Z min[—4,—24—% +2|0910(E),](Z _Zc)’ 7. <z, (44)

where E isthe energy at the centre frequency. The instantaneous spreading function (in the linear

domain) is

S(i,1, E) =10%s (%[il.z[].E)/20 (45)

Time Smoothing of the Spreading Function

The spreading function changes in response to changesin energy. The spreading function is

smoothed to reduce these variations,

Si,l,n=agi,l,n-1 +@ -a)S(,!, E[l,n]), (46)
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where E[l,n] istheenergy inband | attime n,
E[l,n] = Xfyll,n] + XGul1. 1. (47)

The smoothing parameter corresponds to atime constant of 100 ms (7 =0.15),

a= exp(—Fir), (48)

SS

where Fg = F/32 isthe sampling rate at the output of the filter bank.

The smoothing of the spreading function with time is defined by pseudo-code in the standard. The
pseudo-code is inconsistent with the text description. As implemented in the pseudo-code, the

rolesof @ and 1-a areinterchanged, resulting in an extremely short time constant (58 Js).

The computations for frequency spreading can be simplified using an approach anal ogous to
that developed earlier for the FFT model spreading. In fact the pseudo-code in the standard im-

plements this type of recursion.

Spreading Applied to the Filter Outputs

The spreading function is applied to the in-phase and quadrature componentsin each band
separately,

N1
Xlw[kvn] = z XIW[Ivn]é[kvlvn]v
1=0

N1 (49)
Sowlk:n1 = D" Xoull.n Sk1,n].
1=0
Finally, the energy of each channel is computed,
Eqlk,n] = (%L, n])” +(Foulk.r])”. (50)

3.5 Backward Masking

The frequency-spread energies are time-smeared with an FIR filter. The output of thefilter is
subsampled by afactor 1, =6,

Ng-1

Eplk.m]=c )" hg[i] Eglk,mip —il, (51)
i=0
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where the congtant ¢ has the value 0.9761/6.° Thefilter hg[i] has Ng =12 coefficients,

2 i—(NB/Z—l) B
hali] = Ng O=n=fe =L (52)

0 otherwise.
The filter pulse responseiszeroat n= N, —1, and so has only 11 non-zero coefficients.

The output sampling rateis Fy/192 for each channel.

3.6 Internal Noise

Internal noise is added to each band. Theinternal noise function is given by Eqg. (18) evalu-

ated at the centre frequencies of thefilters. The result is
Eq[k,n] = By[k,n] + Ey [k, 1. (53)

These are the unsmeared excitation patterns for the filter bank model.

3.7 Forward Masking
Forward masking is implemented with afirst order filter
E([k,n] = a[K]Eg[k,n—1] + (@ -a[K])E.[k,n], (54)
where the difference equation coefficients are cal culated from the time constants 7,55 =0.020 s

and 7., =0.004s (Fg = F5 /192, see Section 2.9.1)°. The values after applying forward masking

are the excitation patterns for the filter bank model.

® The origin of the value for the constant ¢ is not clear. The filter acts on an energy signal. If the input
is constant, then setting ¢ = 2/ Ny, preservesthe energy level at the output.

®In[2], the time constant at 100 Hz is given as 50 ms.
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4 Pattern Processing

The outputs of the FFT and filter bank blocks are further processed. For this discussion,
there are two input signals and the corresponding outputs: the reference signal and the test signal.
Subscripts R and T will refer to signals derived from the reference and test signals, respectively.
The case of binaural signalswill be discussed later in connection with the model output variables.
For the purposes of this section, one can consider the two channels (left and right, for instance) to

be separate signals for which there are reference and test instances.”
The processing the FFT and filter bank outputs can be considered together. The FFT outputs
occur at arate of F;/1024 , while the filter bank outputs occur at arate of F¢/192. The number

of centre frequencies for the FFT model is 109 for the Basic version and 55 for the Advanced ver-
sion. For thefilter bank (used in the Advanced version only), there are 40 centre frequencies.

These parameters are summarized in the table below.

Table1l Processing parameters

Sampling

_ " Rate No. Centre
PEAQ Verson Mo F Frequencies N,
Ss
Basic FFT F, /1024 109
FFT F, /1024 55
Advanced Filter
F,/192 4
Bank s 0

For the Advanced version of PEAQ, processing has to occur at two rates. For every 3 out-
puts from the FFT model, there are 16 outputs from the filter bank.

The figure below shows the signals produced by the FFT model and the filter bank model.

The figure a so shows the sampling rate at different points of the processing.

’ For the sequel, unless otherwise indicated, theindex k represents frequency band and theindex n
represents a frame count.
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Fig. 6 Output signals from the FFT model and the filter bank model. Sub-
scripts R and T will refer to signals derived from the reference and
test signals, respectively
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4.1 Excitation Pattern Processing

The inputs are the excitation patterns (frequency spread and time smoothed): EsR[k, n] and

EsT [k,n] . These are functions of frequency and time. Interpretations of the following operations

aregivenin[2,10].

Time Domain Spreading
The excitation patterns are time-spread again with a frequency-dependent time constant,

100

K] =7pin +m(floo ~T min)» -
_ 3 1
alk] = exp( F$r[k])’

where the time constants are determined from 7,5, =0.050 sand 7,,,,, =0.008s, and F isthe

sampling rate.? The preamble for the section on pattern processing in the draft revision to
BS.1387 states:

“If not given otherwise, all variables and recursive filters are initialized to zero.”

The use of the phrase “if not given otherwise”, would lead one to expect that some filtering
operations are not initialized to zero. Thereis no example of the “otherwise” in this standard (but

see the comments on initialization with respect to pattern adaptation).

Time-spreading occurs independently for each frequency band and separately for the refer-
ence and test signals,

Pulk, ] = alkIPalk,n ~1] +(L-a[K])Exglk,nl,

N (56)
R [k, = alKIR [k,n =1+ ~a{k]) Eqr[k,n].

Theinitial conditions for this filtering are zero. These signals are used to adjust the levels of the

reference and test signals.

The momentary correction factor averaged across frequency bandsis

® Note that 7,4, is different from the value used earlier for time spreading in the FFT model.
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Ng-1 2
> Rk, nIRRk,n]

Cnl=| 420 : (57)

Y Relkn
k=0

Note that the denominator is guaranteed to be positive since an energy floor (FFT model) and an

internal noise term was added. The excitation patterns are level corrected as follows,

E rlk,Nn] :{Esl?{t-g/cL[n] ?{2}:;‘:

o S (58)
cotn-{S G

Egr [k, n]C[n] C.[n=1

Pattern Adaptation

The outputs are further smoothed. First a time-smoothed correlation between the reference
and test patterns for each frequency band is cal culated. The numerator and denominator of the

correlation term are (using the same time constants as earlier and zero initial conditions’),

Rulk,n] = alk]R[k,n =] + E 1 [k, n]E gk, N,

(59)
Ralk,n] = alk]Ry[k,n =11 +E [k, n]E gk, N].

Theratio of these termsisused to form a pair of auxiliary signals which takes on values between
Oand 1,

1 Ru[k,n] = Ry[k,n],
e ={§;Eiﬂ} Rk, ] < Ry[k, ],

Rylk.n] (60)
Re[k,ni] = { Rk Ru[k,n] 2 Ry[k,n],

1 R,[k,n] < Ry[k,nl.

Special cases occur if the denominator termis zero.

® This expression does not use the factor (1-afk]) in front of the second term in each line. Such a

factor would modify the scaling of each term and would ultimately cancel when the ratio istaken.
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» If Ry[k,n] iszeroand R [k,n] isnot zero, Ry[k,n] issetto zero and Ry[k,n] isset to

one. This condition is automatically taken into account when the conditions are expressed
asin Eq. (60).

* If both denominator and numerator are zero, the values are copied from the frequency be-

low (Rr[k,n] = Re[k—1n] and Rg[k,n] =Re[k -1 n]).

* If thereisno band below (k =0), then both Ry[k,n] and Rg[k,n] are set to one.

The tests are unnecessary. The terms in the calculations are positive since an energy floor was
imposed during the grouping into frequency bins (FFT model) and an internal noise term was
added (FFT model and filter bank model).

The auxiliary signals are smoothed in time and frequency, to form pattern correction factors

(same time constants; for initialization, see the comments below),

Ferlk,n] = alk]Ferlk,n=1] +(1 —a[K]) Reli, N,

: (61)
Fer[k.nl = alk]Rer [k, n =1] + (1 —a[K])Ryr i, nl,
where the frequency smoothed terms are
1 k+M,[k] _
Rl = e M+, 2
(62)
1 k+Mo[K] '
Rar [k, 1] > Relinl

MK+ MK+ S

The frequency smoothing interval is nominally from k—-M; to k+ M, , but is corrected at the

lower and upper frequency bands,
M;[K] = min(My,k), M,[k] =min(M,, N, -1 -K). (63)
The parameters differ depending on the version and model used as shown in the table below.

Table2 Frequency smoothing parameters

PEAQVerson  Model Samplli:ng Rate My M Frg'q%;?;e,\]
< c
Basic FFT F. /1024 3 4 109
FFT F,/1024 12 55
Advanced

Filter Bank Fy /192 11 40
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Finally the pattern correction factors are applied to give the spectrally adapted patterns,

Epr[k,n] = E 7 [k, n]Rer [k, ],

(64)
Eprlk,N] = E [k, n]Fer[k, N].

These spectrally adapted excitation patterns are the final outputs of this stage of processing.

Given the comments in the preambl e to the description of the pre-processing of the excita-
tion patternsin the draft revision to BS.1387, the initia conditions for the pattern correction fac-
tors are zero, since there is no information to the contrary. However, perhaps a more appropriate

initialization for the pattern correction factors ( R-g[k,n] and Per[k,n]) isunity. In fact, Lerch

uses thisinitialization [6]. The spectrally adapted excitation patterns are used for the noise loud-
ness calculations. In that computation, thereisa 0.5 s delay in averaging the values. With this de-

lay, the effect of the initial conditions will be minimal.

4.2 Modulation Pattern Processing

The unsmeared excitation patterns (spread in frequency, but not in time) are the inputsto
this calculation. The goal isto compute averages and average differencesin an approximate loud-

ness domain (0.3 power domain). The average loudnessis

Exlk, N = a[K]Ex[k,n 1] +(1 -a[K]) (Egl[k.n])°%,

(65)
Erlk,n] = alk]Er[k,n 1] +(1-a[K]) (Eg [k, n])*".
The average loudness differencesis
Birlk,n] = a[k]Drlk,n -1 +( -a[k]) FSS‘(EsR[k, )% ~(Eslk.n —1])0'3‘, -

)0.3

Br [k.n] = a[K]Dy [k,n -1 + (L -a[K]) Fs | (Egr [k.n])** ~(Egr[k.n -11)*).

The time constants are the same as used in the previous section. Zero initial conditions apply.
These loudness estimates are combined to form a measure for the modulation of the envelope (at
each frequency),
M R[ k’ n] = M’
1+ Eg[k,n]/0.3

M- [k n]:M
T 1+ B [k,n)/0.3°

(67)
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These modulation parameters, as well as the average loudness of the reference signal ( Ex[k,n]),

will be used later in the calculation of the modulation differences.

4.3 Loudness Calculation

The loudness of the signalsis used later to select frames to be included in the noise loudness

model output variables. The specific loudness patterns are (from [11])

0.23[ ~ 0.23
NR[k,n]=c[ E‘[k]J (1—s[k]+—s[k]EsR[k’”]J -1,

K] Ep E [K]
E K] 03] etk "2 ] >
— _ ST L™ -
NT[k,n]—c[S[k]EOJ _(1 K] + E.[K j |
where the threshold index is
sy (f) = —2 —2.05aten(455) ~0.75aan((1555)2), )
qK] :1OsdB(fc[k])/10’
and the excitation threshold is
Es (f) =3.64( f /2000)°®, -

E[K] —10Bae (fclkD)/10

Thethreshold index is the ratio of the intensity of ajust-audible test tone and the intensity of the
internal noise within a critical band. The form used is attributed to Kapust, see [10]. The excita-
tion threshold in quiet is the low frequency part of the outer and middle ear filtering and internal
noise terms that appeared earlier. The excitation threshold and the threshold index are plotted be-
low. At 1 kHz, the threshold index is about —3 dB.

Thetotal loudness is the sum of the specific loudness patterns,

24 Nt
Niow[N] :N_ z max(Ng[k,n],0),

Cc k=0 (71)

24 Nt
Nioer [N] :N_ Z max(N+ [k, n],0).
c k=0

The factor 24 isthe total number of barksin an audio signal. The term 24/ N, is approximately
the width of each frequency band.
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Fig. 7 Excitation threshold and threshold index. The markers indicate the cen-
tres of the frequency bands for the Basic version of PEAQ.

Thetota loudnessisin units of sone. A 40 dB SPL sine at 1 kHz should give an output of 1
sone. To get this relationship, E, isset to 10* (40 dB relativeto 0 dB SPL), and ¢ is set equal to
1.07664 for the FFT-based ear model and equal to 1.26539 for the filter bank model.

The above setup does not predict the loudness of asine. If weinput al kHz sine
corresponding to 40 dB SPL, the total loudnessis 0.584 sone. The sine wave amplitude for the 1

kHz sinewas set to A, 10/ % /10%/2  where L, isthe calibration sound pressure level (92
dB) and A, isthe peak amplitude of the 92 dB SPL calibration sine. Increasing the energy of

the sine by afactor of 10 (sine amplitude multiplied by J10 ) should increase the loudness by 1
sone. In fact the total loudnessincreases by 0.770 sone. Thisis consistent with the fact that
exponent (0.23) has been tuned for uniform exciting noise (noise with same energy in each
critical band).
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5 Calculation of the Model Output Variables

The outputs of the previous steps are generally functions of time and frequency for the ref-
erence signal and the test signal. Next these functions are distilled into functions of time. Finally,

these functions of time are averaged to give a single value, the model output variable (MOV).

The processing parametersthat differ between versions and models are given again in the
table below.

Table 3 Processing parameters

Sampling Rate No. Centre

PEAQ Version M odel Fe Frequencies N,
Basic FFT F, /1024 109

FFT F. /1024 55
Advanced :

Filter Bank Fs/192 40

All of the 11 model output variables used in the Basic version are derived from the FFT
model. The model output variables are named in the table below.

Table4 Model Output Variables— PEAQ Basic

Model Output Vari- M odel Description
able
BandwidthRefg FFT Bandwidth of the reference signal
BandwidthTestg FFT Bandwidth of the test signal
Total NMRg FFT Noise-to-mask ratio
WinModDifflg FFT Windowed modulation difference
ADBg FFT Average block distortion
EHS FFT Harmonic structure of the error
AvgModDifflg FFT Average modulation difference
AvgModDiff2g FFT Average modulation difference
RmsNoisel_oudg FFT Distortion loudness
MFPDg FFT Maximum filtered probability of
detection

In the Advanced version, there are 5 model output variables, some of which are derived
from the FFT model and the rest come from the filter bank model. For the Advanced version the

situation is as shown in the Table below.
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Table5 Model Output Variables— PEAQ Advanced

Model Output Variable M odel Description
RmsModDiff Filter Modulation changes
Bank
RmsNoiseLoudAsymy Filter Distortion loudness
Bank
Segmental NMRg FFT Noise-to-mask ratio
EHS: FFT Harmonic structure of the

The Advanced version uses two MOV'’s from the FFT-based model, Segmental NMR, which
isused only in the Advanced version and EHS; which is used in both versions.

For binaural signals, for most MOV'’s, the calculation is done separately for channel 1 and
channel 2. The corresponding MOV's for the channels are then averaged. For two MOV’'s used in
the Basic version, MFPDg and ADBg, the channels are combined frequency by frequency before
time averaging.

The figure below shows the inputs and outputs for the pattern processing of the previous

section and which are used in this section.

Exditation Patterns Ungmeared
£ Ik ]IE k1] Excitation Paterns
n n
ki B Exlk.nl [ Egr[k,n]
L \d

Excitation Paterns Loudness Modulation
EPR[kan]lEPT[kin] NtotR[n]thotT[n] MR[k:n]lMT[k,n] lER[kvn]
Spectrdly Adapted Totd Loudness Modulation Modified
Excitation Paterns Measures  Excitaion Paterns

Fig. 8 Inputs and outputs from the pattern processing step.

The model output variables use the outputs of the pattern processing step and sometimes
other signals as well. The relationships are shown in the figure bel ow.
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Fig. 9 Inputsto the model output variable calculations.

5.1 Data Boundary
The parametersthat will be time averaged to become the model output variables are subject
to adata boundary check. The draft revision to BS.1387 states that the data boundary criterion

appliesto all MOV's.
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Low level frames at the beginning or end of the input sequence are identified. The test for

the beginning or end of data is determined from the reference signal and is described as follows.

“The beginning or end of datais defined as the first location, scanning from the start or end of the file,
where the sum of the absolute values over five succeeding samples exceeds 200, in one of the correspond-

ing audio channels. Frames which are fully outside of this range are subsequently ignored.”

One assumes that the threshold value is given for 16-bit signed integer data. The threshold for a
signal with maximum amplitude A, is

Ap = 200%. (72)
The implementation calls for adiding window of L =5 samples. The test isthat the average
magnitude of the samplesin awindow be greater than Ay, /L (equal to 40 for 16-bit signed inte-
ger data).

Interpretation: The data boundary start corresponds to the first sample of the first group of five
samples to satisfy the criterion. Similarly for the end of the file, the data boundary end corre-
sponds to the last sample of the last group of five samples which satisfies the criterion. In terms
of frames, the start frame is the first frame containing the start-of-data sample and the end frame

isthe last frame containing the end-of -data sample.

It is an open question how to apply the data boundary condition for the Advanced version of
PEAQ. For the Advanced version, in the filter bank processing, a definition of frame is somewhat

more elusive than for the FFT processing.

In the subsequent descriptions, the frameindex n will start counting from zero at the start

frame and the number of frames N will count the frames up to the end frame.

5.2 Modulation Changes

Thetemporal envelopes for each frequency band are combined into several model output
variables. The differences between the modulation patterns for the test and reference signals are

first calculated for each frequency band and then averaged over frequency bands.

WinModDifflg (Basic version, FFT model)

The instantaneous modulation difference for thisMOV is given by
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M [k,n] = Mglk,n]|

Maitry, [K. Nl = T+ M ko] (73)
The scaled average over the bandsis
100\
Mg, [N] =— z M itr1, [K. N]- (74)
Ne k2o

Thefinal MOV is given by the sliding window average with L =4 (85 ms),

Mwaifr1g = \/N L+1nL1[ ZJMdmlB[n j (75)

Delayed averaging is applied.

5.2.1 Delayed Averaging
For delayed averaging, the values calculated during the first 0.5 seconds are omitted. The
number of frames skippedis
Noe =/ ZaaFss | (76)
where 744 =0.5s. Specifically, the frame index n includes only the frames which occur after the

initial delay and the total number of samples N that is used in the average, counts only those val-

ues.

Our interpretation is that the computation of the delay in frames should give a delay of at least

0.5 seconds.

AvgModDiff1g (Basic version, FFT model)

The instantaneous modulation difference is given by Eq. (73). The average over bandsis
given by Eq. (74). The difference for this MOV comes in the form of the averaging used. The fi-
nal MOV is given by atemporally weighted time average,

N-1
> W [NIM g, []
M agifrt, = ' (77)

> W [n]
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where the temporal weighting is determined by modul ation pattern loudness for the reference sig-
nal (see Eq. (65)) and an internal noise term (see Eqg. (18)),
& Erlk.n]

W [nl= 2

k=0 Eg[k,n] +100( E[K]

) 03 (78)

Again delayed averaging is used, see Section 5.2.1.

AvgModDiff2g (Basic version, FFT model)
The instantaneous modulation difference is given by

M+ [k,n] = Mg[k,n]
0.01+ M g[k, ] M+ [k,n] = Mg[k,n],
Maifro, [K,N] = 79)

M [k, n] - M+ [k,
0.1 001+ M [or] M+ [k, 1] < M [k, .

The average over bandsis

. 100"t
Miaitro, [N "N . Maitro, [k, . (80)
c k=0

Thefina MOV isgiven by atemporally weighted time average,
N-1 _

D> W, [NMigra, [N]
n=0

M aditf2g = (81)

N-1
D W[N]
n=0

where the temporal weighting is determined by modulation pattern loudness for the reference sig-
nal (see Eq. (65)) and an internal noise term (see Eq. (18)),
& Erlkn]

W. =
2 () g;‘)ER[k,nHlOO(ElN[k]

) 53" (82

Delayed averaging is used, see Section 5.2.1

RmsModDiff5 (Advanced version, Filter bank model)
The instantaneous modulation difference is given by

Maitr, [k, ] = |MT[1k;r&—R[I\: F;[]k'n] | (83)
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The average over bandsis

. 100"t
Maitr,, [N "N > M, [k,nl. (84)
c k=0

Thefina MOV isgiven by atemporally weighted time average of squared values,

NZ_ll(WA[n] Mitr, [n])2

Mg, = |Ne"=2 (85)

N-1 !

> (Waln)®

n=0

where the temporal weighting is determined by modulation pattern loudness for the reference sig-
nal (see Eq. (65)) and an internal noiseterm (see Eq. (18)),
& Eglkon]

W,[n] = =
A kzz(:) ER[k-n]+(EIN[k])

—. (86)

Delayed averaging is used, see Section 5.2.1

5.3 Distortion Loudness

The goal isto quantify the partial loudness of distortions. The partial noise loudnessis cal-
culated as (see [10] for aderivation)

N,_[k,n]=( 20 j"'zs [“max(sr[k.n]EpT[k,n]—sR[k,n]EpR[k,nl.O)j"'zg_1 -
stk nlEs E[K] + ALk, nlsalk,nlEpalk. 1]

where Ey =1, E[k] isthe noisethreshold (sameas E;y[k] in Eq. (18)) and the linear mapping

from the modulation measures to the threshold factorsis

Selk,n] =ToMg[k,n] + S,

(88)
sr[k,n] =ToMe[k,n] + .
The parameter a determines the amount of partial loudness giving
Bk, ri] = exp(—g 2PN~ Eprlkinly (89)

Eprlk,n]

The parameter values (a , Ty and S;) differ depending on which MOV is being cal cul ated.
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RmsNoiselLoudg (Basic version, FFT model)
For this model output variable (FFT model), the parametersarea =1.5, T, =0.15, and
S =0.5. Spectral averaging is done as follows,
3 og Ned
Ni[n] =N_ z N[k, n]. (90)
c k=0

If the momentary loudness is less than zero, it is set to zero,

- N, [n N; [n] =0,
0 N; [n] <O.
Temporal averaging of the squared values gives the final MOV,
AN - 2
Nirmss = _Z (NL[n]) . (92)
N n=0

For the computation of thisMOV, delayed averaging is used (Section 5.2.1). In addition aloud-
ness threshold is used to find the starting point for samples to be considered.

Our interpretation is that the total delay isthe maximum of the 0.5 s delay due to delayed averag-
ing and the delay specified by the loudness threshold.

5.3.1 Loudness Test

For the noise loudness model output variables, momentary values of the noise loudness are
ignored at the beginning of the signal. The standard states:

“The values of the momentary noise loudness are not taken into account until 50 ms after the overall loud-
ness for either the left or the right audio channel has once exceeded a value of Ny, = 0.1 sone for both test
and Reference Signal (see §5.2.4.2).”

Thetestisthen
(Neger [N 2 L) O(NyerInl L) monauiral -
(( Niorra[N] = Ly ) O( Nigra[ B Ly ))] (( Nioero[® L) (Nioro[B] Lt )) binaural

where L; =0.1sone and the numerical subscripts indicate the channel number. The frame offset

corresponding to adelay of at least 50 msis
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Nott = Zorr Fes | (94)
where 7 =50msand [ [ indicates the ceiling function. For the Basic mode! the delay corre-

sponding to the 50 ms delay is 3 frames and for the Advanced model it is 13 frames.

Our interpretation is that the loudness is given by Eq. (93) and Eq. (94), and the additional delay
is calculated to give adelay of at least 50 ms.

RmsNoiseLoud, (Advanced version, Filter bank model)

For this model output variable (filter bank model), the form of the equationsis the same as for the

previous MQOV. The parametersare a =2.5, Ty = 0.3, and § =1. The corresponding momentary

noise loudnessis NIiL[n] . If the momentary loudnessislessthan 0.1, it is set to zero,

. N, [n N [n] = 0.
N, [r] = iL[n] ~|L[ ]20.1 (95)
0 N“_[n]<0.1.
Temporal averaging of the squared values gives the final MOV,
1N 2
Nimea = [ 2 (NLIN) . (96)
N n=0

For the computation of this MOV, delayed averaging is used (Section 5.2.1). In addition aloud-
ness threshold is used to find the starting point for samples to be considered.

This MOV will be combined with the RmsMissingComponents MOV to form the
RmsNoiseLoudAsym MOV.

RmsMissingComponents (Advanced version, Filter bank model)

ThisMOV is computed using the same formulation as for the noise loudness MOV'’s, but
with the excitation patterns for the reference and test signals interchanged. This gives the loud-
ness for components that are missing in the test signal. The calculation with these changesis as

follows.

NM[k,n]=( E (K ]"'23 [1+max(sR[k,n]EpR[k,n]—sr[k,n]EpT[k,n],O)Jm_1 -
sslk.nEy E[K] + ALk nlsy [k, nlEpr [k,

where E; =1, E/[K] isthenoisethreshold (same as E,\[k] in Eqg. (18)) and
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salk,n] =ToMglk,n] + Sy,
srlk.n] =ToMy [k, ] + .

Thevalues F[k,n] are given by

Eprlk, Nl -~ Epr[k,n]
Eprik.n]

Ak, n] =exp(-a

The parameter valuesare a =1.5, T, =0.15, and § =1.

Spectral averaging is done as follows,

y og N1
Nim [N] :N_ z Ny [k, n].
¢ k=0
If the momentary loudness is less than zero, it is set to zero,
Nipa (] Nip [] 20,

N[ :{o Niy [1] <O.

Temporal averaging of the squared values gives the final MOV,

N-1
NM rms =\/% z (NM [n])z-

n=0

).

(98)

(99)

(100)

(102)

(102)

For the computation of this MOV, delayed averaging (Section 5.2.1) and aloudness threshold

(Section 5.3.1) are used.

This MOV will be combined with the RmsNoiseLoud, MOV to form the RmsNoise-

LoudAsym MOV.

RmsNoiseLoudAsym (Advanced version, Filter bank model)
ThisMOV isthe weighted sum of the previoustwo MOV'’s,

Nim = Nimsa +0.5Ny ms.

AvgLinDist, (Advanced version, Filter bank model)

(103)

This MOV measures the loudness of the test signal components that are lost during the spec-

tral adaptation. The descriptionin BS.1387 is as follows.

“It uses the spectrally adapted excitation of the Reference Signal as the reference and the unadapted excita-

tion of the reference as the test signal.”
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This defines the signals, but leaves all else unstated.

An examination of the alternatives leads us to conclude that both loudness thresholds should be

taken from the reference signal.

The formulation is asfollows.

U selk.n]Eg E.[K] + Ak, n]sglk, ] Epglk,

0.23 . 0.23
Mer{ EW]J [@+WN%WMEQMM—%NM&MKMQJ —4am>
where Ey =1, E[K] isthe noisethreshold (same as E;y[k] in Eqg. (18)) and
srlk,N = ToMglk,n] + . (105)
Thevaues Sk, n] isgiven by

_ _ EsR[k'n]_EPR[k1n]
Bk, n] =exp(-a Eonlkon] ). (106)

The parameter valuesare a =1.5, T; =0.15, and §; =1.

Spectral averaging is done as follows,

N,-1
N [n] =% SN[k (107)
c k=0

If the momentary loudnessis lessthan zero, it is set to zero,

. N, [n N, [n] =0,
0 N”_[n] <0.
Temporal averaging gives the final MOV,
1N
NaL =NZ N_[n]. (109)
n=0

5.4 Bandwidth

The bandwidth is estimated for the reference and test signals. The operations for these calcu-
lations are described in terms of operations on the DFT outputsin dB. The operations are asfol-

lows.
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» Test Signal: Find the largest component above 21.6 kHz. Call this value the threshold

level.

» Reference Signal: Searching downward from 21.6 kHz, find the first value which exceeds
the threshold level by 10 dB. Record the frequency as the bandwidth of the reference sig-
nal.

» Test Signal: Searching downward from the bandwidth of the reference signal, find the
first value which exceeds the threshold level by 5 dB. Record the frequency as the band-
width of the test signal.

If the frequency found for the reference signal is not above 8.1 kHz, the bandwidths for that

frame are ignored.

The bandwidths are recorded as the corresponding DFT bin number. The operations de-
scribed above can be carried out on the squared magnitude signals. The Matlab code for these
operations appearsin Appendix H.4.

BandwidthRefg (Basic version, FFT model)

Denote the bandwidth (DFT bin number) of the reference signal for frame n as Kg[n]. The
MOQV isthe average of the instantaneous bandwidth of the reference signal,

N-1

W= 3 kel (110)
n=0

where the sum is over the set of frames for which the bandwidth of the reference signal exceeds
346 (8.1 kHz).

BandwidthTestg (Basic version, FFT model)

Denote the bandwidth of the reference signal for frame n as K;[n] . The MOV isthe aver-
age of the instantaneous bandwidth of the reference signal,
1 N
We == 2 KrlInl, (111)
N n=0

where the sum is over the set of frames for which the bandwidth of the reference signal exceeds
346 (8.1 kHz).
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5.5 Masking

The masking threshold is calculated from the excitation patterns. The parameter myg[K]
(expressed in dB) gives the amount by which the masking threshold lies below the time-
frequency spread Bark energy. The parameter myg[k] is givenin BS.1387 as a piecewise linear

function on the Bark scale,

3 ks%,
K] = 112
Melk] 0.25kAz,  k>L2. (112

The breakpoint in the masking threshold offset occursat z +12 on the Bark scale ( z_ is defined

in Section 2.6), corresponding to a frequency of 1987 Hz. We can extend this discrete function to

a continuous function on the bark scale,

3 z<z +12,
Myg (2) = { (113)

2(z-7) z>7 +12.

The masking offset is plotted below on afrequency scale.

»

Masking offset (dB)
N

N
T
I

0 1 1 1 1 1 1 1 1 1 1 1
0 2000 4000 6000 8000 10000 12000
Frequency (Hz)
Fig. 10 Masking offset as a function of frequency. The markers indicate the
centres of the frequency bands for the Basic version of PEAQ.

The masking threshold (in energy units) isthen
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Eqlk,n]
10Me[KI/10 (114)

= gmlk] Erlk,n].

M[k,n] =

The weighting vector g,,,[K] can be precomputed.

The Noise-to-Mask ratio (NMR) is the ratio of the noise to the masking threshold. The noise
in this case is the difference between the reference and test signal magnitudes (k isthe DFT bin

index),

X 20 [K] =X IKI = 24| Xour K12 X LKI +| XK. (115)

This noise signal is then grouped into frequency bins based on the critical band decomposition
(see Section 2.6). The Noise Patterns in the bands are denoted as E [k, n] (k isthe band in-
dex).
The Noise-to-Mask ratio in band k is
k,n]
k,n - EbN[ '
Ry [k, 1] Mkl

_ EbN~[kv n] _
ImlKIEsr[K, N]

(116)

Total NMRg (Basic version, FFT model)

Thetotal NMR MOV is calculated as the average (expressed in dB) of the average NMR in

aframe,
1 N-1 1 Nc_l
Rumtot =1010g30| = D" — > Rym[k.n] |. (117)
N 2o Ne ko
Relative Disturbed Framesg (Basic version, FFT model)

The maximum NMR in aframeis
R[] = max_ (R k.. (118)
A disturbed frame is one in which the maximum NMR exceeds 1.5 dB. The test can be rearranged

to test magnitudes, avoiding the need to convert the levels to decibels. The final MOV measures
the fraction of frames for which the NMR exceeds 1.5 dB.
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Segmental NMRg (Advanced version, FFT model)
The segmental NMR MOV is calculated as the average of the NMR in dB for each frame,

N
RNMsegﬁZ OIoglo[ b3 RNM[knJ (119

CkO

5.6 Detection Probability

The model output variablesin this category measure the probability of detecting differences

between the reference and test signal. First we calculate the asymmetric excitation,

Lkori = {o BEgqelk,n] +0.7Egalk.n] I%SR[k,n] > %[k,n], (120
Esras[K. 1] Elk.n] < Egr[k,n],
where
Eqrap[k,N] =10l0g;o (Er[K, ), (121)

Esraslk, Nl =1010gy4 (Eqr [k, n]).

Next we calculate the effective detection step size (just noticeable difference) using a polynomial
approximation (see[11]),

dicn] = c0+qL[kn]+c2L2[kn]+ceL3[kn]+c4L4[kn]+d1(L[k ])V hn >0, oy

1x10% L[k,n] <0,
where the coefficients are

Co = —0.198719 ¢, =0.0550197 c, =-0.00102438

c3=5.05622x10° ¢, =9.01033x10 1 d, =5.95072
d, =6.39468 y =1.71332

The probability of detectionis

Esra k.l ~Estag k. |
s[k,n]

pclk,n] =1—(%j( (123)

where the steepness of the dopeis

b:{4 Eglkon] > Egr[korl, (124
6 Eglk,nl < Ecr[k,n].
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The differences in slope penalize the adding of audible components more than removing compo-
nents. The form of Eq. (123) is such that if the difference in excitation is equa to the detection
threshold, p.[k,n] becomes %.

The number of steps above the threshold is given by

|int(Esraslk, N] - Estaslk,n]) |
gk, n] '

This function measures the distortion in such away that small deviations across frequency will
not add up.

Qc[k,n] = (125)

The number of steps above the threshold is measured using an int(s) function which rounds to-
wards zero for both positive and negative values. A floor(s) might have been more appropriate,

since it is consistent in the direction of rounding.

5.6.1 Total Probability of Detection

The probability of detection and number of steps above threshold are calculated for each
channel in amulti-channel signal. For each frequency and time, the total probability of detection
and total steps above threshold are calculated from the larger of the channel values,

No-1

R[N =1- |_| (L-max(py[k,n], po[k,n])),
k=0

N1

Q[N = >_ max(cylk,n], gLk, n)),
k=0

(126)

where the numerical subscripts indicate the channel. For monaurd signals, the total values are
calculated asfollows,

N, -1
RInl=1- [ (- pelk.nl),
k=0 (127)

N1
Q[nl= Y. qclk,nl.
k=0

MFPDg (Basic version, FFT model)

The maximum filtered probability of detection is calculated by filtering the binaural or mon-

aural values calculated above,
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RNl = RN -1 +1L-c) R[N, (128)
where ¢, =0.9 and theinitial condition is zero. This corresponds to atime constant of 0.202 s.

The maximum filtered probability of detectionis
Ry [nl = max(c;Ry [n -1, Ry[n]). (129)
The forgetting factor ¢, iseither 1 or 0.99 (corresponding to atime constant of 2.123 s). PEAQ

has been calibrated for ¢; =1. The other value can be used if one wants to model the effect that

subjects tend to discount distortions early in the signal.

Thefinal MOV isthelast value calcul ated,

MFPDg =P, [N -1]. (130)

ADBg (Basic version, FFT model)

The average distorted block MOV measures the total number of steps above the threshold,
N-1
Qs =2 Qlnl. (131)
n=0

where thesumisover the set of N valuesfor which RB,[n] >0.5. The distortion of the average

distorted block is

0 N =0,
ADBg =100 (%} N >0and Qg >0, (132)
-0.5 N >0 and Qs =0.

5.7 Harmonic Structure of Error

BS.1387 is very brief in its description of the calculation of the model output variable EHS:.
In [2], the processis described as being a “ cepstrum-like analysis’. Some relevant clarifications

appear in the draft revision to BS.1387, but many ambiguities remain.

The DFT’s of the windowed reference and test sequence for a particular frame will be de-

noted as Xg[k] and X+[K], respectively. The difference in weighted log spectrais



An Examination and Interpretation of ITU-R BS.1387: PEAQ 45

DIK] = log(WIK] X+ [K]|?) ~1og(WIK] X&[K][*)

2
=log M O<k <N, (139
| [k]|2 2
XR

The outer ear weighting function W[K] is defined in Section 2.5. Note that the exponent in the

argument of the logarithm (here we use the square) and the base of the logarithm affect only the
scaling of D[K] . In the subsequent normalization step, the scaling factor will cancel. Indeed, the
order of the subtraction will aso be irrelevant when the final output magnitude is cal cul ated.
However, scaling of one of the inputs or a misalignment in time between the reference and test
signals will affect the resullt.

The draft revisions to BS.1387 specify that outer and inner ear weighting should be applied.

“The error is defined as the difference in the log spectra of the reference and processed signals, each

weighted by the frequency response of the outer and inner ear (Sect 2.1.4, Eq. 7).”

The effect of the outer and inner ear frequency response cancels during the calculation. If the

weights W[K] are used, there will be an indeterminacy at zero frequency (k =0), since the calcu-

lation will result in log(0) —log(0) at zero frequency.

Thelog valuesin the calculation will be indeterminate if the response at any frequency is
zero for either signal. The energy threshold used to eliminate low energy frames will make it

unlikely in practice to have an exact zero valued DFT sample (see Section 5.7.2).

5.7.1 Calculation of the Correlation

Form avector of length M from D[k],

D; =[DIi],....D[i +M -1]". (134)
A normalized autocorrelation is calcul ated,

D +Di

c(l,i) = .
i |Di

(135)

The maximum correlation lag (1) is specified asfollowsin BS.1387.

The maximum lag for obtaining the autocorrelation function is the largest power of two that is smaller than

half the FFT frequency component number corresponding to 18 kHz.
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We restate the condition here: The value L5, istheindex of the frequency bin whichis the larg-

est power of two which correspondsto afrequency lessthan F, =9kHz,

— 2|—|ng(NF Fmax/Fs)—l_l, (136)

Lmax
where Ng isthe FFT size (here 2048), and F; isthe sampling frequency (48 kHz). For these

values, L, 1S256. The draft revisions to BS.1387 add the following statement.

“The length of the correlation is the same of the maximum lag (i.e., 256 in the example below).”

This statement is ambiguous. This can refer to the number of correlation terms or the size of the

vectors used to calculate the correlation. Here we assume that both the number of correlation

terms (N, ) and the size of the vectors (M ) isequal to L, -

A strict reading of the text in the standard seems to indicate that the number of correlation
lags and the maximum correlation lag are both equal to 256. The correlation lags then go from 1
to 256. Lerch in hisimplementation [6] used this lag range. A further discussion of the correlation
lag range appears in Appendix E.

In terms of the notation developed above, the correlation calculated in BS.1387 is

|2 . Thisterm can be

C[l]1=C(l,0) . The calculation of this value requires the calculation of |D|

computed recursively,

2
ID|* = Bol’ =0 (137)
ID,4* + D[l +M -1J% -D[I 12, 1<l <Ly

There will be problemsin normalizing the correlation values if the two signals are equal

(D[K] =0 for @l k). If the reference and test signals are equal but non-zero, the correlation can
be set to unity.

Direct evaluation of the correlation terms in the numerator of Eq. (135) is quite computa-
tionally intensive. An aternative is to use transform techniques to calcul ate the correlations. Con-
sider the L -point transform of the numerator of C[I] . The transform length L is chosen to be at
least L, +M toalow for thefirst Lyg +1 termsof itsinverse transform to correspond to the

correlation terms for lags O to L, . The transformisthen
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NG -um Lma M mv
dmj= E} DIu]W 2:2) DIVIW, L2l +M (138)
= dolmd[m],

where Wy =exp(—j277/ N) . Theterm dg[m] isthe L -point DFT of thefirst M valuesof DJi]
and d[m] isthe L-point DFT of at least thefirst L, + M valuesof DI[i]. In both cases, the
sequences are padded with zeros to alength L. Thefirst L, +1 termsof theinverse transform

of m] arethe correlation values,

- 1 1 = =lm
Clll =——=> dmw 0<l <L (139)

VIDof?*|Dy[* =0

Choosing L =512, the indirect computation of the correlation using FFT’s runsin about 62% of

the time for the direct computation (measured with C-language code).

Lag Windowing

The computations involved in windowing the correlation are described in the draft revisions

to the standard as:

“The resulting vector of correlationsis windowed with a normalized Hann window and, after removing the

DC component by subtracting the average value, a power spectrum is computed with an FFT.”

Thisrefersto a“normalized Hann window”. Earlier in Section 2.1.3 of the standard, a factor

\/8/3 was applied to normalize the window for (near) unit energy per sample. For the current

application, with normalized correlation values, height normalization would seem to be more ap-

propriate. However, Lerch in hisimplementation [6] does include the +/8/3 factor.

It will be assumed that the window includes the +/8/3 factor.

The correlation lag values represent frequency difference values— lag | corresponding to a
frequency difference |Fg/ Ng (I times 23 Hz). The correlation is calculated for lags 1 through
256, corresponding to frequencies 23-6000 Hz. For typical audio material, harmonic spacings of,
say, 502000 Hz, are of most interest. The corresponding lag range is 2—85. The bottom end of

the range occurs for voices; the top end of the range occurs for high-pitched instruments.
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The discussion above would suggest that the widowing should emphasize the low-end of the
lag range. Earlier in Section 2.1.3 of the standard, the Hann window was one-sided. Applying

such awindow would emphasize lags in the middle of the range (centered around 3 kHz).

The alignment of the window is not specified. In the absence of other information, it will be as-

sumed that the window is one-sided. Here we assume that the window is of length L, . This

gives awindow with L, —2 non-zero values.

Thelag window to be used is

H[I] = \/g%[l‘cos(%)], 0<1 < Ly —1,
0 otherwise.

(240)

The standard calls for the removal of the DC component:

“The resulting vector of correlationsis windowed with a normalized Hann window and, after removing the

DC component by subtracting the average value, a power spectrum is computed with an FFT.”

This seemsto call for the removal of the mean after windowing. Thereis, of course, no need
to do this since one can instead just ignore or set to zero the DC component in the transform do-
main. What seems more appropriate (and is noted by Baumgarte and Lerch [5]) is to remove the
mean before windowing. With this change, the entire lobe centred at zero in the transform domain
is attenuated. Appendix E compares different approaches to mean removal. The results there show

thereis a clear advantage to removing the mean before windowing.

The average value should be removed before windowing.

The computations to get the windowed correlation are as follows.
Cylm =H[m|(C[m+1]-C) 0<m<Llyy -1 (141)

where

~ 1
c_L— Cll]. (142)
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Fig. 11 Correlation power spectrum used to calculate the EHS; model output
variable. The reference signal isa 1 kHz triangular wave. The test sig-
nal isalow rate coded version of the reference signal.

Correlation Power Spectrum
The length of the DFT acting on the windowed correlation (referred to as an FFT in the stan-
dard) is not explicitly specified, but one assumes that the length will be L, , since N; has been

chosen to be a power of two.

It is assumed that the FFT lengthis N . The scaling of the FFT is not specified. Earlier in Sec-

tion 2.1.3, scaling by the reciprocal of the length of the transform was used. It will be assumed
that the FFT should be scaled by 1/ N, .

The power spectral sequenceisthen

1 NG P27k IN, R
K] = N Cullle’ LT (143)
L |=0

Fig. 11 plots a correlation power spectrum calculated as described. Thisinput signal in this
caseisal kHz triangular wave. Thetest signal (monaural) was coded using alow rate MP3
coder. The time resolution for the correlation power spectrumis Ng /(N Fs) , which works out to

be 1/6 ms. One can seethe peak at 1 ms corresponding to the 1 kHz fundamental. The peak
value, when multiplied by the 1000 factor used to scale the model output variable is less than the
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maximum given for the EHS; MOV (see Section 6.4). The scaling by 1/ N, for the DFT is neces-

sary to avoid exceeding that maximum.

Identification of the Harmonic Peak

The draft revision to BS.1387 states:

“The maximum peak in the spectrum after the first valley identifies the dominant frequency.”

The correlation power spectrum is symmetric, so the search for a maximum should be stopped at
the mid-point. Thereis aso aquestion as to whether the middle point (point N, /2) should be

included in the search range.

The search for the first valley startswith index 1 and stopswhen k] > Sk —1]. The search for a

maximum extendsto index N, /2 (inclusive).

For the example in the figure above, the value of the peak at 1 ms gives the value sought.

EHSg (Basic version and Advanced version, FFT model)

Let the maximum peak in the correlation power spectrum sequence be Ey ,oc[N] . The aver-

age value of this peak value times 1000 gives the EHS; model output variable,

N-1
=y e (1): (144)

Eng N 2
n=

5.7.2 Energy Threshold

In the computation of the EHS; MOV, low energy frames are not included. In BS.1387 the

statement is as follows.

“When the energy of the most recent half of a frame of 2048 samplesis less than 8000, in either the mono

channel, or both, the left and right channels of the reference and test data, the frame isignored.”

Thethreshold valueis given for 16-bit signed integer data. The threshold for a signal with maxi-

mum amplitude A, is

2
2 _ Anax
A _8000[32768j ' (149)

The energy computation for a particular frameis of the form (nisthe sample index),
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2 N,
AZ= > xIn]. (146)
n=Ng /2

The comparison is such that the average energy of the half frame should be less than

A{f]r /(Ng /2) (equal to 7.8 for 16-bit signed data, corresponding to a RM S value of 2.8). Our in-
terpretation of the rather obfuscated statement in the standard is as follows.

For amonaural signal, the frame isignored if the energy of the most recent half frame isless than
8000 for both the reference signal and the test signal. For abinaural signal, the frameisignored if
the energy of the most recent half frame is less than 8000 for both channels of the reference signal

and for both channels of the test signal.

For the computation of EHS;, aframeisignored if,

(A7 < A2 ) O A3< A% monaural

(247)
(¥1<A%1r)m('61%1< Atzhr)D (A1g§ Atzling (A%Z Atzhr) binaural

The energy threshold avoids problems in the calculation of the logarithms for zero or near-zero
frames. For monaural signals, the instantaneous val ue need only be evaluated when it is guaran-
teed that at least one of the signals has non-zero samples. For binaural signals, only one of the

four signals (2 signals and 2 channels) is guaranteed to be non-zero.
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6 Calculation of the Objective Difference Grade

The previous sections have described the calculation of the model output variables. These

MOV’swill be combined using a neural network to give an objective difference grade which

measures the degradation of the test signal with respect to the reference. The neural network has

been trained to give good matches to the subjective impairment scale shown in the table below.

The subjective impairment scale measures the difference between the grade given to the signal

under test less the grade given to the reference signal [12][13].

Table6 Model Output Variables— PEAQ Advanced

DI e Description of mpair ments
Grade
0 Imperceptible
-1 Perceptible but not annoying
-2 Slightly annoying
-3 Annoying
-4 Very annoying

6.1 Model Output Variables — Basic Version

The model output variables for the Basic version are shown in the table below.

Table 7 Model Output Variables— PEAQ Basic

Index Model Output Variable

Description

o

BandwidthRefg
BandwidthTestg
Total NMRg
WnModDifflg
ADBg

EHS
AvgModDifflg
AvgModDiff2g
RmsNoiseloudg
MFPDg

© 0 N O O B~ WN P

1N Ral NictFramac-

Bandwidth of the reference signal
Bandwidth of the test signal
Noise-to-mask ratio

Windowed modulation difference
Average block distortion
Harmonic structure of the error
Average modulation difference
Average modulation difference
Distortion loudness

Maximum filtered probability of
detection
Ral ativialvs dictiirhad framec
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6.2 Model Output Variables — Advanced Version
For the Advanced version, the model output variables are shown in the table below.

Table8 Model Output Variables— PEAQ Advanced

Index Model Output Variable Description
0 RmsModDiff Modulation changes
1 RmsNoiseLoudAsym, Distortion loudness
2 Segmental NMRg Noise-to-mask ratio
3 EHS Harmonic structure of the er-
ror
4 Avnl inDict. I inear dictartinne

6.3 Binaural Signhals

In the case of binaural signals, MOV'’s are calculated for each channel and then are aver-
aged. For most MOV's, the calculations for the channels are independent of each other. For the
model output variables ADBg and MFPDg, the calculation for binaural signals finds the maximum
probability of detection across channels and frequencies, see Section 5.6.

6.4 Scaling the Model Output Variables — Basic Version

Thefirst step in the processing is to shift and scale the model output variables.

M{,[i]z Mv[i;l_amin[i;l . (148)
a1'nax[|]_a'min[|]

Thetable below shows the scaling and shifting parameters for each of the MOV'’s. These parame-

ters can be used to give estimates of the normal ranges of the model output variables.

Table9 Model Output Variables: Scaling and Shifting Parameters — PEAQ Ba-
sicversion

Index Model Output Variable Min. Value Max. Value

0 BandwidthRefg 393.916656 921.0
1 BandwidthTestg 361.965332 881.131226
2 Total NMRg -24.045116 16.212030
3 WnModDifflg 1.110661 107.137772
4 ADBg -0.206623 2.886017
5 EHS 0.074318 13.933351
6 AvgModDifflg 1.113683 63.257874
7 AvgModDiff2g 0.950345 1145.018555
8 RmsNoisel.ouds 0.029985 14.819740
9 MFPDg 0.000101 1.0

10 RelDistFramess 0.0 1.0
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These parameters are described as scaling factors. Baumgarte and Lerch suggest the follow-

ing.

“The model output values (MOV) should be truncated to the range between a_min and a_max used in the
neural network. Otherwise, the ODG can substantially increase while the subjective audio quality de-

creases.” — Baumgarte and Lerch [5].

The scaling operation maps MOV’ s between the minimum and maximum values into the interval
0to 1. Theweightsin the neura network rescale this interval. With these complications, it is not

obvious that clipping of the MOV'’sis appropriate. Whether to apply clipping is an open question.

6.5 Scaling the Model Output Variables — Advanced Version
The table below shows the scaling and shifting parameters for the Advanced version (taken
from the draft revision of BS.1387 [4]).

Table 10Model Output Variables: Scaling and Shifting Parameters — PEAQ Ad-
vanced version

Index Model Output Variable Min. Value Max. Value

0 RmsModDiffA 13.298751 2166.500

1 RmsNoiseLoudAsymA 0.041073 13.24326
2 Segmental NMRB -25.018791 13.46708
3 EHS 0.061560 10.226771
4 AvgLinDistA 0.024523 14.224874

6.6 Neural Network — Basic Version

For the Basic version, the scaled and shifted MOV’s are input to a neural network with 11

input nodes, 1 hidden layer with 3 nodes and a single output, the distortion index,
J_l . . - I _1 . . ' .
Dy =wyp, + ) [Wy[ J1sig(wyel j1+ D" wi, J]MV[I])} (149)
j:O i=0
where | isthe number of MOV’s (11 for the Basic version) and J isthe number of nodesin the
hidden layer. The terms wy,[ j] and wy;, are bias terms. The weights are shown in the tables be-

low.
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Table 11 Neura network input weights — PEAQ Basic version

Index i  Weight W,[i,0] Weight w,[i,] Weight w,[i, 2]

0 -0.502657 0.436333 1.219602
1 4.307481 3.246017 1.123743
2 4.984241 -2.211189 -0.192096
3 0.051056 -1.762424 4331315
4 2.321580 1.789971 -0.754560
5 -5.303901 -3.452257 -10.814982
6 2.730991 -6.111805 1.519223
7 0.624950 -1.331523 -5.955151
8 3.102889 0.871260 -5.922878
9 -1.051468 -0.939882 -0.142913
10 -1.804679 -0.503610 -0.620456
Bias W,;,[0] Bias W, [1] Bias w,[2]
bias -2.518254 0.654841 -2.207228

Table 12 Neural network output weights— PEAQ Basic version

Index j  Weight wy[]]

0 -3.817048
1 4.107138
2 4.629582
bias -0.307594

The non-linearity used is an asymmetric sigmoid,

99 = e (150)

1
1,1
=1 +Ltanh(2).
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Thisfunction is plotted below.

0.8

0.6

0.4

0.2

Fig. 12 Sigmoid function used in the neural network.
Thefina output is the objective grade difference, which isfound from
ODG = by * (Omax ~Bin)Si9(D; ), (151)
where b, =-3.98 and by, =0.22.

6.7 Neural Network — Advanced Version

For the Advanced version, the scaled and shifted MOV's are input to a neural network with

5 input nodes, 1 hidden layer with 5 nodes and a single output, the distortion index,
J_l . 0 - I _1 . . ' .
Dy =wyp + [Wy[ i1sig(wWiol i1+ wi, J]MV[I])} (152)
j=0 i=0
where | isthe number of MOV'’s (5 for the Advanced version) and J isthe number of nodesin
the hidden layer. The terms wy,[ j] and wy;, are biasterms. The weights are shown in the tables

below version (taken from the draft revision to the standard [4]).
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Table 13Neural network input weights — PEAQ Advanced

Index | Weight Weight Weight Weight Weight
[ . . . . .
naex w,[i,0] w [i,1] W, [i, 2] W, [i,3] W, [i,4]
0 21.211773 -39.913052 -1.382553 -14.545348 -0.320899
1 -8.981803 19.956049 0.935389 -1.686586 -3.238586
2 1.633830 -2.877505 -7.442935 5.606502 -1.783120
3 6.103821 19.587435 -0.240284 1.088213 -0.511314
4 11.556344 3.892028 9.720441 -3.287205 -11.031250
Bias W,,[0]  Bias Wy[1]  Bias W,,[2]  Bias Wy, [3]  Bias w,[4]
bias 1.330890 2.686103 2.096598 -1.327851 3.087055

Table 14 Neural network output weights — PEAQ Advanced version

Index ]  Weight wy[]]

0 -4.696996
1 -3.289959
2 7.004782
3 6.651897
4 4.009144
bias -1.360308

Thefinal output isthe objective grade difference, which isfound from
ODG = by + (Omax ~Bin)si9(D; ), (153)
where b, =—3.98 and by, =0.22.

6.8 Start and End Samples

Thereis uncertainty as how to handle the start and end of signals stored in files. The various
choices can affect the final measure. The standard does not directly address these issues which
can affect conformance. Frames at the beginning and end of the fileswhich are very low level are
automatically excluded using the data boundary criterion (Section 5.1).
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Let the reference and test files start at sample zero and have lengths (in samples) of Ng and
Nt , respectively. Further consider that samples before sample zero and after the end of the data

are zero. Let the first sample in the first frame be aligned with sample n.; . Consider the follow-

ing choicesfor ny; .

» Thefirst frame starts at sample zero, ny; =0. This however means that samples near the
beginning of the signal appear with small weights due to the use of a Hann window in the
DFT analysis stage.

* Offset the frame by half of aframe, i.e. ng = —Ng /2. Thefirst frame then contains half
of frame of zerosfollowed by half aframe of data. That same data will reappear in the

second frame since frames are overlapped by half of their length.

For the end of data, similar considerations occur, but complicated by the fact that the signals
need not be the same length. One choice isto have the length of signal to be processed to be the
maximum of the lengths of reference and test signals.

Ng = max(Ng, Ngr). (154)
We have to consider when to stop processing the signals.
» Thelast frameisthe one that contains more than half aframe of data. The reasoning is

that if one more frame were to be added, it would contain only samples that have already

appeared in the previous frame.

* Thelast frameisthe onethat contains at least one sample of the signal.

The number of frames to be processed for these optionsis as follows.

Np :P\Ls‘:lo;—f/‘z“ﬂw At least n samplesin last frame. (155)

Option 1 for the start of datais consistent with option 1 for the end of dataand option 2 for
the start of datais consistent with option 2 for the end of data. Baumgarte and Lerch [5] suggest
adding zeros to the beginning and end of thefile. It isan open question asto the strategy used in
the reference implementation.
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6.9 Summary

Thisreport has highlighted a large number of shortcomingsin BS.1387, especialy in the
area of being underspecified. This can only be corrected with additiona information from the au-
thors of the reference implementation referred to in the standard. Some specific comments are as

follows.
 Correct the pseudo-code for spreading in the filter bank model.

» Bemore explicit about initialization of filtering operations, particularly for the pattern

correction factors. Remove the offending phrase “if not given otherwise’.

» Explicitly address the issue of whether the MOV ’s should be clipped to the given mini-

mum and maximum values.

» Expand the description of the calculations of the error harmonic structure, addressing the
ambiguities asto use of scaling, windowing and transformation. Provide pseudo-code to
make explicit the algorithm to search for “the maximum peak in the spectrum after the

first valley”. Clarify the energy threshold criterion for multiple channel inputs.

 Justify magic constants which may not give the intended results, e.g. the scaling factor in

the loudness calculation and the scaling factor in the backward masking filter.

» Make explicit how to handle delayed averaging, e.g. should the delay be about 0.5 sor at
least 0.5s.

» Be more specific in the calculation of the average linear distortion MOV.

* Clarify the description of the data boundary condition. This should include information on
how to handle the start and end of files. Should data before the starting data boundary be
processed to establish the filter memories or not? Should the 0.5 s delays in processing
certain MOV'’s overlap the delay due to the starting data boundary?

» Provide test material for implementers. This need not be the large databases used for con-
formance testing, but only one or two inputs for test purposes. Results for individual

model output variables, not only the final measure, should be made available.
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Appendix A Calibration of the Loudness Scaling Factor

Consider asine wave test signal of amplitude A., frequency f. and phase 8 (relative to the

start of the frame),
X(t) = A, cos(2r7f t + 6). (156)

A Hann window of length W will be applied to thissignal. A unit-height continuous-time Hann
(raised-cosine) window of length W centeredat t =0 is

W) ={%[1+ cos(zw’Zt ] It s%, (157)
0, elsewhere.
The windowed datais
X (t) = he (t =%, W) x(t). (158)

The Fourier Transform of the windowed sine data will be the transform of the sine wave (apair of
delta functions) convolved with the transform of the window.

The Fourier transform of the continuous-time Hann window (centered at zero) is

W sin(77fW) 1

H.(f)= ) 159
The Fourier transform of the windowed sinewaveis
X (f)—i[H (F = f)e ITMelf oy (f + ) AT Werif] (160)
wC - 2 c c c c .

The figure below plots the magnitude of X,,.(f). Theplotisfor f.W =10. For the test fre-
quency (1019.5 Hz) and window length (43 ms) used in BS.1387, f,W =43.5. This means that

the two main lobes are even further apart than those shown in the figure. For the response centred
a f =-f;, thetal at f =+f_ isattenuated by at least a factor |n2fCW(1—(2fCW)2)| from the

peak value. For f,W =43.5, the attenuation is at |east 2x10° or 126 dB. For practical purposes,

the effect of overlap isinsignificant.

Discrete-Time Fourier Transform

The Discrete-Time Fourier Transform (DTFT) of the sampled signal is
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L A W4 ] 4
c

—f 0 f
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Fig. 13 Magnitude of X, (f) for f.W =10.
> w
X (w) = Fs Z ch ((_ _I)Fs)- (161)
e e 2
The response contains the sum of the window fregquency responses centred at IR + f .

The Discrete Fourier Transform (DFT) isthe DTFT of Eq. (161) evaluated at w= 27K/ N,
> k

X[k] = Fs Z xWC(N_ _I)Fs)- (162)
|=—0c0 F

The figure below shows the magnitude of the DFT near f = f.. Thefigureisfor the case of a

sine of frequency 1019.5 Hz and awindow length of 2048 samples (48 kHz sampling rate). Note
that the peak of the DTFT falls between the DFT bins. The maximum absolute valueis

Xmax (o, To) = W fc)%WF , (163)

wheretheterm y(f.) variesfrom 0.84 to 1 depending on where the frequency of the sine wave

fallsrelative to the DFT bins.*°

Calibration Level

The discussion above is based on a unity height window and a standard definition of the

DFT. In BS.1387, the window is of length W = (Ng —1)/ F. The additional scale factor G, is
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AF W4 | 1
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C

Fig. 14 DFT response to a sinusoid.

used to calibrate the absolute sound pressure level. Including G, , the maximum absolute val ue of

the DFT for asinewaveis

X (A1) = 1)GL 22 (N =), (164

Note that for the window length chosen, the zero crossings of the frequency response occur at
regular intervals of 277/(Ng —1), slightly out of synchrony with the frequency spacing of the
DFT bins (see Fig. 14).

In the BS.1387 standard, it is assumed that afull scale sine wave with a sound pressure level

L,/20

of L, resultsin apeak magnitude of the scaled DFT values of 107" ™. Setting the sine wave

amplitude to the maximum value, X (Ayq, fc) = 10?0

. Then using the standard Hann window
formulation and the standard DFT scaling,

L,/20
G - 10

= . (165)
(T e (N -

19 et the distance from f to the nearest DFT bin be denoted as Af . Then y(f,) isgiven by
Sin(7zAf W) /[ 7 W(L— (AFW)2)] .
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For L, equal to 92dB SPL, A, equal to 32 768 (for instance for 16-bit data), Ng equal to
2048, and f; equal to 1019.5 (giving y(f.) =0.8497), the scalefactor G, isequal to 3.504.

Experiments verify the analysis. Using a sine wave frequency of 1019.5, the peak value of
the magnitude of the DFT is essentially independent of the phase (and hence unchanged from
frame-to-frame) and agrees with the predicted value to at least 6 decimal places. This constancy is
further confirmation that the overlap between the lobes in the frequency response can be ne-
glected.

BS.1387 suggests measuring the average maximum absolute DFT value over 10 frames. In
fact, the combination of test frequency and frame length does not exercise many different phases.
The phase advance for the sine between adjacent frames (1024 samples apart) is 1.49977. Ne-

glecting sign reversals, the sine values nearly repeat every two frames.
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Appendix B Spreading Function

The following description is given in terms of a continuous Bark spectrum. The energy cal-
culated on the Bark scale is spread using a spreading function. The spreading function is level and
frequency dependent. The spreading function for an energy component E at z, will be denoted

as S(z,z.,E) . It will be assumed that the spreading functions add in the 0.4 power domain. After
integrating the spreading function applied to each frequency, the result is brought back to the en-

ergy domain,

1

=55

b 04 Tl‘l
[J [E(z)S(z 7, E(z))] dzc} : (166)

where B(z) isanormalizing factor calculated by setting Eg(2z) to unity for E(z.) equal to unity,

1

7 04
B.(2) :[ 2[ [S(z,2.,1** dch . (167)

The normalizing factor ensures that a signal with a constant energy distribution will resultin a

constant unit energy distribution after spreading [8].

The spreading function is defined in terms of the spreading function expressed in dB,

S(z,2.,E) = 10%s(2%.E)/10 (168)

Az, E)

Thefactor A(z;,E) isanormalizing factor chosen to give a unit area to the spreading function in

the power domain,

Zy
[ s(z.2,E)dz=1. (169)

Z
On adB scale, the spreading function is triangular, with the peak of thetriangleat z =z .
The slope for Bark valueslessthan z. isfixed. Theslopefor z larger than z, dependson z,
and the level of thesignal [7],

21(z- z.), z<12,

S8 (2%, E) :{[—24—8_%(026) +0.2M0logyo(E)[(z-2.), z <z

(170)
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where the term B'l(zc) is the frequency corresponding to Bark value z .
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Appendix C Butterworth DC Rejection Filter

The digital highpass Butterworth filter will be derived from a prototype anal ogue lowpass

filter. An analogue Butterworth filter of order N with cutoff Q. will have its poles uniformly

spaced on the left half of acircle of radius Q. centered at s=0 inthe s-plane,

S = Qc exp(j (&t +1) O0<k<N-1. (171)

The zeroslie at infinity.

Thedigita filter will be derived using a bilinear transformation from the s-planeto the z-

plane. This mapping will convert alowpass analogue filter to a highpass digitd filter,

_as+1
as-1

(172)

Thistransformation maps s=0 to z=-1 and s= joo to z=1. It dso mapsthe jQ axisin

the s-planeto the unit circlein the z-plane. The frequency warping functionis

aQ = _t (273)
tan(w/ 2)

The parameter a is chosen such that the analog cutoff Q. mapsto the digital cutoff f_,

1

a= , (174)
Q. tan(rrf,/ Fg)

where Fg isthe sampling frequency.
The bilinear transform maps the poles on the circlein the s -plane (radius Q, centered at
s=0) topolesonacircleinthe z-plane (radius2Q a/(Q2a® -1) , centered at

(Q2a” +1)/(Q2a® -1)). The zeros of the digital filter will appear at z=1.

For the highpass Butterworth filter in BS.1387, the order is N =4, the cutoff is f. =20Hz
and the sampling frequency is F = 48kHz. The poles of the prototype analogue filter can be cal-
culated for, say, Q. =1. The mapping parameter a is then computed from Eq. (174). The poles

are transformed to the z-plane using Eq. (172). Given these poles and the zeros (at z=1), the

filter responseis
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_n2 _1\2
H=—22 @7 (175)
- tagZtagy Zm ta 2 +ap
where the coefficients (to the same precision as given in BS.1387) are
=-1.99517, =0.995174,
o1 217, (176)

a;=-199799,  a, =0.997998.
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Appendix D Filter Bank

The filter bank uses a set of increasingly wider bandpass filters at 40 centre frequencies

ranging from f, =50Hzto f; =18000.02 Hz. For each centre frequency f.[k], thereisapair

of linear phase FIR filters, one with zero phase and the other filter with phase 90°. Thefilters are

by [n,K] = hy[k, ] cos(zn%"](n -My), osnsN, -1

- N a77)
holn, Kl = hp[k,n]sin(zn%](n -Ty), osnsn, -1
where the lowpass prototype for filter k is
4
ho[n, kK] =—sin (n—) 0sn<Ny -1 (178)

Ny Ny
The prototype filters are scaled Hann windows. The frequency response for the prototypeis

Hp(wk) =3H, (aNy) -1H (w—2” Ny) -1H (a)+2” Ny), (179)
where H, (w, N) isthe frequency response of arectangular window,

H, (w,N) = el @' ) (180)
Sm(“’)

This response of the lowpass prototype is the superposition of amain response at w=0 and
two half height responsesat w=+271/ N, . This prototype has regular frequency domain zero
crossings every 277/ N, inthetail of the response. The main lobe width can be measured in a
number of ways. The distance between zero crossings around the main lobeis 877/ N, , the half

value (6 dB down) bandwidth is 477/ N, , and the half power bandwidth is 2.8877/ N, .

The frequency responses of the modulated filters are given by

|(a)k)=%i 1) k) (w2 ;(ziﬂ) ],
e " (181)
Ho(w.k) %Z o(w-27—= C[k] +1),k) =H (w2 ;@iﬂ) K)].
The spacing between centre frequencies on the Bark scaleis
pz=BUu) ~B(T) (182)

N, -1
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For the parameters given, Az is about 0.707 Bark.™ The bandwidths of the filters should then be

about this amount. An approximate expression for the filter lengths can be derived,

N[K] = — Fs ,
BY(z.[K] + A2/ 2) - B X(z[K] - L2/ 2)

(183)

where z.[k] = B(f.[K]) isthe centre frequency on the Bark scale. Choosing parameter a to be

equal to 2 givesfilter lengths close to the values tabulated in BS.1387. Thisvalue of a corre-
sponds to overlapping the bandpass filters at their —6dB points.

! Reference [2] gives the bandwidth as 0.6 Bark.
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Appendix E Error Harmonic Structure

This appendix examines two aspects of the calculation of the EHS; model output variable.
First the effect of a shift in the correlation valuesis analyzed. In the second subsection, the alter-

native approaches to removing the mean of the correlations are examined.

E.1 Correlation Lag Values
The standard seems to indicate that the correlation values should be calculated for lags 1

through L5 - An alternative is to calculate the correlation values for lags O through L, —1.

First, consider using lags O through L5, —1. The windowed correlation (including mean

removal before windowing) is
Cuoll1=H[I(C[I] -Cyp) 0<l <L L (184)
Theterm C, isthe mean of the correlation values C[0] through C[L,,,, —1]. The correlation

power spectrum is the squared magnitude of the DFT of the windowed correlation sequence.

A circular shift of the windowed correlation adds a phase term to the DFT. This phase term
will disappear on calculating the squared magnitude. Then for the purpose of calculating the cor-
relation power spectrum, we can use the circularly shifted windowed correlation,

HI+(C[l +1] -Cp) 0 <l <Ly —2,

- (185)
HIO](C[0] - Cy) | = Lo —L

%[I]={

Since for the Hann window H[O0] is zero, thisisrealy just ashift of the windowed correlation

sequence. This shifted correlation sequence gives the same correlation power spectrum as the

original correlation sequence.
Now consider using lags 1 through L, - The windowed correlation is then
Cuall1=H[I(Cl +1] -C)) 0<l <L —1 (186)
Theterm C, isthe mean of the corrdlation values C[1] through C[L, ] . For the Hann window,
H[ Ly —1] iszero.

The difference between the two windowed correlationsis
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- _c ClO] - Cl L] -
Cll]=Confl] = (H[IT=H[I +1)(C[l +1 -Cy) +H[I] N 0 <l <Ly 2,(187)

0 | = Loy —1.

This second line of the expression has used the fact that the end points of the Hann window are
zero. The difference in windowed correlations has two parts. Thefirst is dueto a shift by one

sample of the window. The second is a correction for the differences in mean values.

Numerical results comparing these approaches are presented at the end of the next section.

E.2 Correlation Mean Removal

This section examines aternative methods to remove the mean of the correlation function
used in the calculation of the EHS; model output variable. For simplicity of notation, we deal

with the correlation vector indexed from 0 to N, —1. The correlation will be windowed with a
Hann window (H[I]). The DFT of the windowed correlation sequence will be used to calculate a

correlation power spectrum. The DFT under consideration is

N, -1 2

=5 3 (HIn(om-G,) -6, | (189

where Wy =exp(—j277/N) .

Mean Removed After Windowing
Consider removing the mean after windowing. Then C, =0 and
1 Nt
Cp = _N_ > HOICh. (189)

L =0

With this choice of Cb , theterm 0] becomes zero without affecting Jk] for other values of
k.

Mean Removed Before Windowing

Consider removing the mean before windowing. Then 6&) =0 and the power spectrum be-

comes



An Examination and Interpretation of ITU-R BS.1387: PEAQ 73

1 Nt & Nt 2
Skl == Y HIICIWY -2 > HIIwW | . (190)
NL 1=0 t I\IL 1=0 :

The DFT of the window has amain lobe centred at k =0. In the expression above, a scaled ver-

sion of thismain lobe is subtracted from the spectrum of the windowed correlation.

Choose C, to be the value which sets 0] =0,

N, -1
> HIICH]
~ —_1=0
C,= N T (191)
> HII
1=0
An dternateisto set C, equal to the simple mean of C[I],
_ 1 Nt
Cyi=— Cll]. (192)
NL 1=0

This choice does not necessarily set the modified spectrum at k =0 equal to zero.

Tests with Alternate Methods for Mean Removal

The alternate methods for mean removal were compared. The reference input was a monau-
ral 1 kHz triangular wave. Thetest input was the reference signal after being coded with alow
rate MP3 audio coder. The test signal was time aligned and gain aligned with the reference. The
figure below shows the correlation power spectra calculated as part of the EHS; model output
variable computation ( N, is256).

The plot shows 8 different conditions. One set of four isfor correlation lags 0 to 255. The
second set of four isfor correlation lags 1 to 256. These sets of curves are not identical, but at the
resolution of the plot are indistinguishable.” Within a set of 4 curves, different mean removal ap-

proaches are compared.

The correlation power spectrum with the non-zero value at time zero (dashed ling) was gen-
erated with the original correlation (no mean removal). The half-width of the main lobe of the

Hann window is two samples. Removing the mean after windowing gives the curve which is zero

12 An expanded view correlation power spectrum for the same input data for the case of correlation
lags 1 to 256 and mean removal before windowing is shown in Fig. 11.
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Fig. 15 Correlation power spectrum for different methods of mean removal.
Upper dashed line near time zero: no mean removal. Dashed line start-
ing at zero: mean removal after windowing. Other curves: mean re-
moval before windowing. The reference signal isa 1 kHz triangular
wave. Thetest signal isalow rate coded version of the reference signal.

at time zero and then joins the upper curve. The two alternate means to remove the mean before
windowing have essentialy the same curves which hug zero for the first two points. All curves
coalesce at the third sample.

Removing the mean before windowing is effective in removing the “ spectral leakage” from
the main lobe of the window at time zero. The two alternatives for removal of the mean before
windowing are both effective. Since the goal of the Error Harmonic Spectrum model output vari-
able isto measure the height of the largest peak away from zero, removing the mean before
windowing is useful in making that peak stand out.

For this example, using correlation lags O through 255 or 1 through 256 makes little differ-
ence. In other examples, the differences in the peak value used in the EHS; MOV calculation
were found to be | ess than 2%.
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Appendix F FFT-Based Ear Model — Matlab Code

This appendix contains Matlab code for parts of BS.1387. These routines were used to ver-

ify the correctness of code that was restructured for efficiency.

F.1 FFT Processing

function X2 = PQDFTFrane (X)

% Cal cul ate the DFT of a frame of data (NF values), returning the
% squar ed- magni tude DFT vector (NF/ 2 + 1 val ues)

% P. Kabal $Revision: 1.1 $ $Date: 2002/03/30 05:07:59 $

persi stent hw

NF = 2048; % Frane size (sanples)

if (isenmpty (hw))
Amax = 32768;

fc = 1019.5;
Fs = 48000;
Lp = 92,

% Set up the wi ndow (including all gains)
G = PQ G (NF, Amax, fc/Fs, Lp);
hw = GL * PQHannWn (NF);

end

% W ndow t he data
XW = hw . * Xx;

% DFT (output is real followed by inaginary)
X = PQRFFT (xw, NF, 1);

% Squar ed rmagni t ude
X2 = PQRFFTMSg (X, NF);

function GL = PQ GL (NF, Amax, fcN, Lp)
% Scal ed Hann wi ndow, including | oudness scaling

% Cal cul ate the gain for the Hann W ndow
% - level Lp (SPL) corresponds to a sine with normalized frequency
% fcN and a peak val ue of Amax

W= NF - 1;

gp = PQgp (fcN NF, W;
G 10°r(Lp / 20) / (gp * Amex/4 * W;

function gp = PQgp (fcN, NF, W

% Cal cul ate the peak factor. The signal is a sinusoid wi ndowed wth

% a Hann wi ndow. The sinusoid frequency falls between DFT bins. The

% peak of the frequency response (on a continuous frequency scale) falls
% bet ween DFT bins. The largest DFT bin value is the peak factor tinmes
% t he peak of the continuous response.

% fcN - Nornmalized sinusoid frequency (0-1)
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% NW - Wndow | ength sanpl es

% Di stance to the nearest DFT bin
df =1/ NF

k = floor (fcN/ df);

dfN=mn ((k+1) * df - fcN, fcN- k * df);
df W= dfN * W

gp = sin(pi * dfwW / (pi * dfW* (1 - dfW2));

function X = PQRFFT (x, N, ifn)

% Cal cul ate the DFT of a real N point sequence or the inverse
% DFT corresponding to a real N point sequence.

%ifn > 0, forward transform

% i nput x(n) - Nreal values

% output X(k) - The first N 2+1 points are the real
% parts of the transform the next N 2-1 points

% are the imaginary parts of the transform However
% the imaginary part for the first point and the
% m ddl e point which are known to be zero are not
% st or ed.

%ifn < 0, inverse transform

% input X(k) - The first NN2+1 points are the real

% parts of the transform the next N 2-1 points

% are the imaginary parts of the transform However
% the imaginary part for the first point and the
% m ddl e point which are known to be zero are not
% st or ed.

% out put x(n) - N real values

% P. Kabal $Revision: 1.1 $ $Date: 2002/03/30 05:14:40 $

if (ifn > 0)
X = fft (x, N;

XR = real (X(0+1: N 2+1));
Xl = imag(X(1+1: N 2-1+1));
X =[XR XI];
el se
XR = [x(0+1: N 2+1)];
xI = [0 x(N2+1+1: N-1+1) O0];

x = conplex ([XR xR(N 2-1+1:-1:1+1)], [x] -xI(N2-1+1:-1:1+1)]);
X =real (ifft (x, N);
end

function X2 = PQRFFTMSq (X, N)

% Cal cul ate the nmagni tude squared frequency response fromthe
% DFT val ues corresponding to a real signal (assumes N is even)
% P. Kabal $Revision: 1.1 $ $Date: 2002/03/30 05:15:39 $

X2 = zeros (1, N2+1);

X2(0+1) = X(0+1)72;
for (k = 1: N 2-1)
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end
X2(N 2+1) = X(N 2+1)"72;

F.2 Critical Band Parameters

function [Nc, fc, fl, fu, dz] = PQCB (Version)
% Critical band paraneters for the FFT nodel

% P. Kabal $Revision: 1.1 $ $Date: 2002/03/30 05:07:16 $

B=inline ("7 * asinh (f / 650)");

Bl =inline (650 * sinh (z / 7)");
fL = 80;
fU = 18000;

% Critical bands - set up the tables
if (strcnp (Version, 'Basic'))

dz = 1/ 4;
el seif (strcnp (Version, 'Advanced'))
dz = 1/ 2;
el se
error ('PQCB: Invalid version');
end
zL = B(fL);
zU = B(fU);
Nc = ceil ((zU - zL) / dz);
zl =zL + (0:Nc-1) * dz;
zu =mn (zL + (1:Nc) * dz, zU);
zc = 0.5 * (zI + zu);
fl. =8Bl (zl);
fc = Bl (zc);
fu =Bl (zu);

F.3 Critical Band Grouping

function Eb = PQyroupCB (X2, Version)

% Group a DFT energy vector into critical bands

% X2 - Squar ed-nagni tude vector (DFT bins)

% Eb - Excitation vector (fractional critical bands)

% P. Kabal $Revision: 1.2 $ $Date: 2002/04/18 18:21:26 $
persistent Nc kl ku U Uu Ver
Emin = 1le-12;

if (Ver ~= Version)

Ver = \Version;

% Set up the DFT bin to critical band mapping

NF = 2048;

Fs 48000;

[Nc, kI, ku, U, Uu] = PQ CBMapping (NF, Fs, Version);
end
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% Al | ocat e storage
Eb = zeros (1, Nc);

% Conpute the excitation in each band
for (i = 0:Nc-1)

Ea = U (i+1) * X2(kl (i+1)+1); % First bin
for (k = (kI (i+1)+1): (ku(i+1)-1))

Ea = Ea + X2(k+1); % M ddl e bins
end

Ea = Ea + Uu(i+1) * X2(ku(i+1)+1); % Last bin
Eb(i +1) = nmax(Ea, Enin);
end

function [Nc, kI, ku, U, Uu] = PQ_CBMapping (NF, Fs, Version)

[Ne, fc, fl, fu] = PQCB (Version);

% Fill inthe DFT bin to critical band mappi ngs
df = Fs /| NF;
for (i = 0:Nc-1)
fli =fl(i+1);
fui = fu(i+1);
for (k = 0:NF/2)
if ((k+0.5)*df > fli)
kl (i +1) = k; % First bin in band i
U (i+1) = (mn(fui, (k+0.5)*df) ...
- max(fli, (k-0.5)*df)) / df;
br eak;
end
end
for (k = NF/2:-1:0)
if ((k-0.5)*df < fui)
ku(i +1) = k; % Last bin in band i
if (kI(i+1) == ku(i+1))
Uu(i+1) = 0; % Si ngl e bin in band
el se
Uu(i+1) = (min(fui, (k+0.5)*df) ...
- max(fli, (k-0.5)*df)) / df;
end
br eak;
end
end

end

F.4 Spreading (DFT-Based Model)

function Es = PQpreadCB (E, Version)
% Spread an excitation vector (pitch pattern) - FFT nodel

% P. Kabal $Revision: 1.2 $ $Date: 2002/04/18 18:25:06 $
persi stent Bs Ver
if (Ver ~= Version)

Ver = \Version;

Nc length (E);
Bs PQ SpreadCB (ones(1,Nc), ones(1l,Nc), Version);
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Es = PQ SpreadCB (E, Bs, Version);

function Es = PQ _SpreadCB (E, Bs, Version);
persistent Nc dz fc aL aUC Ver

% Power | aw for addition of spreading

e = 0.4;
if (Ver ~= Version)
Ver Ver si on;

[Nc, fc, fl, fu, dz] = PQCB (Version);
end

% Al | ocat e storage
aUCEe = zeros (1, Nc);
Ene = zeros (1, Nc);
Es = zeros (1, Nc);

% Cal cul at e energy dependent terns

aL = 107 (-2.7 * dz);

for (m= 0:Nc-1)
auC = 107((-2.4 - 23/ fc(mtl)) * dz);
aUCE = aUC * E(m+1)~(0.2 * dz);
glL = (1 - aL*(mtl)) / (1 - al);
glU= (1 - aUCEr (Nc-m)) / (1 - alUCE);
En = E(mtl) / (glL + glU- 1);
aUCEe(mt+1l) = aUCE’e;
Ene(m+tl) = En”e;

end

% Lower spreadi ng
Es(Nc-1+1) = Ene(Nc-1+1);
aLe = al”e;
for (m= Nc-2:-1:0)
Es(mtl) = alLe * Es(m+l+l) + Ene(n#l);
end

% Upper spreading i > m
for (m= 0:Nc-2)
r = Ene(mtl);
a = aUCEe(mt+l);
for (i = mtl: Nc-1)
r=r * a
Es(i+1) = Es(i+1) + r;
end
end

for (i = 0:Nc-1
Es(i+1) = (Es(i+1))"(1/e) / Bs(i+1);
end




An Examination and Interpretation of ITU-R BS.1387: PEAQ 80

Appendix G Pattern Processing — Matlab Code

G.1 Level and Pattern Adaptation

function [EP, Fnmemi = PQadapt (Ehs, Fmem Ver, Mbd)
% Level and pattern adaptation

% P. Kabal $Revision: 1.2 $ $Date: 2002/ 04/03 12:40:46 $
persistent a b Nc ML M2 Version Model

if (~strcnp (Ver, Version) | ~strcnp (Md, Model))
Version = Ver;
Model = Mod;
if (strcmp (Model, 'FFT'))
[Nc, fc] = PQCB (Version);
NF = 2048;
Nadv = NF / 2;
el se
[Nc, fc] = PQFB;
Nadv = 192;
end
Version = Ver;
Model = Mod;
Fs = 48000;
Fss = Fs / Nadv;
t100 = 0. 050;
tmn = 0.008;
[a b] = PQXConst (t100, tmn, fc, Fss);
[ML, M2] = PQ MLM2 (Version, Model);
end

% Al | ocate menory
EP = zeros (2, Nc);
R = zeros (2, Nc);

% Snmoot h the excitation patterns

% Cal cul ate the correlation terns

sn = 0;

sd = 0;

for (m= 0:Nc-1)
Frem P(1, m+1l) = a(m+l) * Frem P(1, m+1l) + b(m+l) * Ehs(1, m+l);
Frem P(2, mt1) = a(m+l) * Frem P(2, mtl) + b(mtl) * Ehs(2, mtl);
sn = sn + sqrt (Frem P(2, m+1) * Fnem P(1, m+1));
sd = sd + Frem P(2, mtl);

end

% Level correlation
CL = (sn / sd)"2;

for (m= 0:Nc-1)

% Scal e one of the signals to match |evels

if (CL > 1)
EP(1, m+t1) = Ehs(1, m+l) / CL;
EP(2, mt1) = Ehs(2, m#l);

el se
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EP(2, mt1) = Ehs(2, mt1) * CL;
end

% Cal cul ate a pattern match correction factor
Frem Rn(m+l) = a(mtl) * Fnem Rn(n#l) + EP(2, mtl) * EP(1, mtl);
Frem Rd(m+1) = a(mtl) * Fnem Rd(m+1) + EP(1, m+tl) * EP(1, m+l);
if (Fmem Rd(mtl) <= 0 | Fmem Rn(m+l) <= 0)
error ('>>> PQadap: Rd or Rh is zero');

end
if (Fmem Rh(m+l) >= Fnem Rd(mt+1))
R(1, ml) = 1;
R(2, mt1) = Frem Rd(m+1l) / Frem Rn(m#l);
el se
R(1, mt1) = Frem Rn(m+l) / Frrem Rd(mtl);
R(2, mtl) = 1;
end

end

% Average the correction factors over M channels and snooth with tine
% Create spectrally adapted patterns

for (m= 0:Nc-1)
iL=mx (m- M, 0);
iU=mn (m+ M, Nc-1);
sl = 0;
s2 = 0;
for (i =iL:iUy
sl =s1 + R(1,i+1);
s2 = s2 + R(2,i+1);
end

Fmem PC( 1, m+1)
Fmem PC( 2, m+1)

a(m+l) * Frem PC(1, mt1) + b(m+1l) * s1 / (iU ilL+1);
a(mtl) * Fmem PC(2, m+t1l) + b(m+l) * s2 / (iU ilL+1);

% Fi nal correction factor => spectrally adapted patterns
EP(1, mt1) = EP(1, m+1) * Fmem PC(1, m+1);
EP(2, mt1) = EP(2, m+1) * Frem PC(2, m+l);

end

function [M,, M2] = PQ MLM2 (Version, Model)
% Ret urn band averagi ng paraneters

if (strcnp (Version, '"Basic'))
ML = 3;
M = 4;

el seif (strcnp (Version, 'Advanced'))
if (strcnmp (Model, 'FFT'"))

ML = 1;
M = 2;
el se
ML = 1;
M = 1;

end
end

G.2 Modulation Patterns

function [M ERavg, Fnen] = PQrodPatt (Es, Frem
% Modul ati on pattern processing
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% P. Kabal $Revision: 1.2 $ $Date: 2002/ 04/03 03:24:59 $

persistent Nc a b Fss

if (isempty (Nc))
Fs = 48000;
NF = 2048;
Fss = Fs /| (NF/ 2);
[Nc, fc] = PQCB ('Basic');
t 100 = 0. 050;
t0 = 0.008;
[a, b] = PQConst (t100, t0, fc, Fss);

end

% Al | ocate nmenory
M = zeros (2, Nc);

for (m= 0:Nc-1)
Ee = Es(i, mtl)"e;
Fmem DE(i, m+t1) = a(m+l) * Fmem DE(i, m+l) .
+ b(mtl) * Fss * abs (Ee - Fmem Ese(i,m+1));
Fmem Eavg(i, mtl) = a(nt+l) * Frem Eavg(i, mtl) + b(mtl) * Ee;
Fmem Ese(i, mtl) = Ee;

Mi,m1l) = Frem DE(i,m+1) / (1 + Fnem Eavg(i, m+1)/0.3);
end
end

ERavg = Fmem Eavg(1l,:);

G.3 Loudness Calculation

function Ntot = PQ oud (Ehs, Ver, Mod)
% Cal cul ate the | oudness

% P. Kabal $Revision: 1.1 $ $Date: 2002/03/30 04:56:27 $
e = 0.23;
persistent Nc s Et Ets Version Mdel

if (~strcnp (Ver, Version) | ~strcnp (Mdd, Model))
Version = Ver;
Model = Mod;
if (strcmp (Model, 'FFT'))
[Nc, fc] = PQCB (Version);
c = 1.07664;
el se
[Nc, fc] = PQFB;
c = 1.26539;
end
EO le4;
Et PQ enThresh (fc);
s = PQ_exlndex (fc);
for (m= 0:Nc-1)
Ets(mtl) = ¢ * (Et(m+l) / (s(mtl) * EOQ))"e;
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end

sN = 0;

for (m= 0:Nc-1)
Nm = Ets(m+l) * ((1 - s(mtl) + s(m+l) * Ehs(m+l) / Et(m+l))” e - 1);
sN = sN + max(Nm 0);

end

Ntot = (24 / Nc) * sN

O
function s = PQ exlndex (f)
% Excitation index

N = length (f);

for (m= 0:N1)
sdB = -2 - 2.05 * atan(f(mtl) / 4000) - 0.75 * atan((f(m+l) / 1600)"2);
s(mtl) = 107 (sdB / 10);

end

function Et = PQ _enThresh (f)
% Excitation threshold

N = length (f);

for (m= 0:N1)
EtdB = 3.64 * (f(m+l) / 1000)~(-0.8);
Et (m-1) = 10°"(EtdB / 10);

end
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Appendix H Model Output Parameters — Matlab Code

H.1 Modulation Differences

function MDiff = PQrovModDi ffB (M ERavg)
Modul ation difference related MOV precursors (Basic version)

% P. Kabal $Revision: 1.2 $ $Date: 2002/04/03 03:29:04 $

persistent Nc Ete

if (isempty (Nc))
e = 0.3
[Nc, fc] = PQCB ('Basic');
Et = PQ ntNoise (fc);
for (m= 0:Nc-1)
Ete(m+l) = Et(m+l)“e;
end
end

% Par anet ers
negW 2B = 0. 1;

of fset1B = 1.0;
of fset2B = 0. 01;
levW = 100;
s1B = 0;
s2B = 0;
W = 0;
for (m= 0:Nc-1)
if (M1, m1l) > M2, ml))
nunlB = M1, mtl) - M2, mtl);
nun2B = negW 2B * nunlB;
el se
numlB = M2, mtl) - M1, ml);
nun2B = numnlB;
end

MD1B = numlB / (offsetlB + M1, mtl));
MD2B = nunmB / (offset2B + M1, ml));

s1B = s1B + MDLB;
s2B = s2B + MD2B;
W = W + ERavg(m+l) / (ERavg(m+l) + |levW * Ete(mtl));
end
MDiff.M1B = (100 / Nc) * siB;
MDiff.M2B = (100 / Nc) * s2B;
MOIiff. W = W;

H.2 Noise Loudness

function NL = PQrovNLoudB (M EP)
% Noi se Loudness

% P. Kabal $Revision: 1.1 $ $Date: 2002/ 04/03 03:28:29 $
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if (isenmpty (Nc))
[Nc, fc] = PQCB ('Basic');
Et = PQ ntNoise (fc);

end

% Par anet er s
al pha = 1.5;
TFO = 0. 15;
SO0 = 0. 5;
NLmin = O;

e = 0.23;

s = 0;
for (m= 0:Nc-1)
sref TFO * M1, mtl) + SO;
st est TFO * M2, mtl) + SO;
beta = exp (-alpha * (EP(2,m1) - EP(1,m:l)) / EP(1, mtl));

a = max (stest * EP(2, mtl) - sref * EP(1, mtl), 0);
b = Et(mtl) + sref * EP(1, mtl) * beta;
s =s + (Et(ml) / stest)”e * ((1 + a/ b)*e - 1);

end

NL = (24 / Nc) * s;

if (NL < NLmin)
NL = 0;

end

H.3 Noise-to-Mask Ratio

functi on NVMR = PQmovNVRB ( EbN, Ehs)
% Noi se-to-mask ratio - Basic version
% NVR. NVRavg aver age NVR

% NVR. NVRmax max NVR

% P. Kabal $Revision: 1.2 $ $Date: 2002/04/18 18:27:20 $

persistent Nc gm

if (isenmpty (Nc))
[Nc, fc, fl, fu, dz] = PQCB ('Basic');
gm = PQ MaskCOf fset (dz, Nc);

end

NVR. NMRmax = O;
s = 0;
for (m= 0:Nc-1)
NMRm = EbN(m+1) / (gm(m+l) * Ehs(m+l));
s = s + NVRm
if (NVMRm > NVR NVRmax)
NVR. NMRmax = NVRm
end
end
NVR. NMRavg = s / Nc;

function gm = PQ MaskOffset (dz, Nc)




An Examination and Interpretation of ITU-R BS.1387: PEAQ

86

if (m<= 12 / dz)

miB = 3;
el se

miB = 0.25 * m* dz;
end
gm(m+l) = 10°(-mdB / 10);

end

H.4 Bandwidth

functi on BW = PQrovBW ( X2)
% Bandwi dth tests

% P. Kabal $Revision: 1.1 $ $Date: 2002/03/30 05:00:31 $

persistent kx kIl FR FT N

if (isempty (kx))
NF = 2048;
Fs = 48000;
fx = 21586;
kx = round (fx / Fs * NF); % 921
fl = 8109;
kIl = round (fl / Fs * NF); % 346
FRdB = 10;
FR = 10"(FRdB / 10);
FTdB = 5;
FT = 10~(FTdB / 10);
N=NF/ 2; % Limt from pseudo-code
end
Xth = X2(2, kx+1);
for (k = kx+1:N-1)
Xth = max (Xth, X2(2,k+1));

end

% BWRef and BWIest remain negative if the BWof the test signal
% does not exceed FR * Xth for kx-1 <= k <= k|l +1
BW BWRef = -1;
XthR = FR * Xth;
for (k = kx-1:-1:kl+1)
if (X2(1,k+l) >= XthR
BW BWRef = k + 1;
br eak;
end
end

BW BWest = -1;
XthT = FT * Xth;
for (k = BWBWRef-1:-1:0)
if (X2(2,k+1) >= XthT)
BW BWest = k + 1;
br eak;
end
end
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H.5 Probability of Detection

function PD = PQrovPD ( Ehs)
% Probability of detection

% P. Kabal $Revision: 1.3 $ $Date: 2002/04/08 13:59:08 $
Nc = length (Ehs);
% Al | ocat e storage

PD. p zeros (1, Nc);
PD. q zeros (1, Nc);

persistent ¢ g d1 d2 bP bM

if (isempty (c))
c = [-0.198719 0.0550197 -0.00102438 5.05622e-6 9.01033e-11];

dl = 5.95072;
d2 = 6.39468;
g = 1.71332;
bP = 4;
bM = 6;
end
for (m= 0:Nc-1)
EdBR = 10 * 1 0gl0 (Ehs(1, m1));
EdBT = 10 * |1 0gl0 (Ehs(2, m1));

edB = EdBR - EdBT;

if (edB > 0)
L =0.3* EdBR + 0.7 * EdBT;
b = bP;
el se
L = EdBT;
b = bM
end
if (L>0)

s =dl * (d2/ L)*g ...
+c(1) + L (c(2) +L* (c(3) +L* (c(4 +L*c(5))));

el se
s = 1e30;
end
PD.p(m+l) = 1 - 0.57((edB / s)”b); % Det ection probability
PD. q(m+l) = abs (fix(edB)) / s; % St eps above threshol d

end

H.6 Error Harmonic Structure

functi on EHS = PQmVEHS (xR, xT, X2)
% Cal cul ate the EHS MOV val ues

% P. Kabal $Revision: 1.4 $ $Date: 2002/04/18 18:41:14 $

persi stent NF Nadv NL M Hw kst

if (isenmpty (NL))
NF = 2048;
Nadv = NF / 2;
Fs = 48000;
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NL = 27(PQ_I 0g2(NF * Fmax / Fs));

M = NL;
Hv=(1/ M * sqrt(8 / 3) * PQHannWn (M;
kst = 1,

end

EnThr = 8000;
kmax = kst + NL + M- 1;

EnRef
EnTest

XR(Nadv+1: NF-1+1) * xR(Nadv+1: NF-1+1)";
xT(Nadv+1: NF-1+1) * xT(Nadv+1: NF- 1+1)";

% Set the return value to be negative for small energy franes
if (EnRef < EnThr & EnTest < EnThr)

EHS = -1;

return;
end

% Al | ocat e storage
D = zeros (1, kmax);

% Di f ferences of |og val ues
for (k = 0: kmax-1)
D(k+1l) = log (X2(2,k+1) / X2(1,k+1));
end
X2(1, 1:10)

% Correl ati on conputation
C=PQCorr (D, D, kst+NL, M;

% Normal i ze the correl ations
Cn = PQ NCorr (C, D, kst+NL, M;
Cm = Cn(kst+1:kst+NL) - (1 / NL) * sum (Cn(kst+1:kst+NL));

% W ndow the correl ation
Cn= Hw .* Cm

% DFT
Cm = PQRFFT (Cm NL, 1);

% Squar ed magni t ude
c2 = PQRFFTMBg (Cm NL);
1000 * c2(1:20)

% Search for a peak after a valley
EHS = PQ _Fi ndPeak (c2, NL/2+1);

function log2 = PQ|o0g2 (a)

log2 = 0;

m= 1,

while (m< a)
log2 = log2 + 1;
m=2*m

end

log2 = 1og2 - 1;

function C = PQ Corr (DO, D1, NL, M
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% Cal cul ate the correlation using DFT's
NFFT = 512;

DOx [DO(1: M zeros(1l, NFFT-M];

D1x [D1(1: MENL- 1) zeros(1, NFFT-( MENL-1))];

% DFTs of the zero-padded sequences
DOx PORFFT (DOx, NFFT, 1);
D1x PORFFT (D1x, NFFT, 1);

% Multiply the (conpl ex) DFT sequences (DOx is conjugated)
dx(0+1) = DOx(0+1) * Dix(0+1);
for (n = 1: NFFT/ 2-1)
m = NFFT/2 + n; %n => real part, m=> imaginary part
dx(n+1) DOx(n+1) * Dix(n+l1l) + DOx(m+l) * Dix(m+l);
dx( m+1) DOx(n+1) * Dix(m+l) - DOx(m+l) * Dix(n+l);
end
dx(NFFT/ 2+1) = DOx(NFFT/2+1) * DI1x(NFFT/2+1);

% | nverse DFT
cx = PQRFFT (dx, NFFT, -1);
C = cx(1:NL);

function Cn = PQ NCorr (C, Db NL, M
% Normal i ze the correl ation

Cn = zeros (1, NL);

s0 = C(0+1);
sj = s0;
Cn(0+1) = 1;
for (i = 1:NL-1)
sj = sj + (D(i+M1+1)72 - D(i-1+1)"2);
d = s0 * sj
if (d<=0)
Cn(i+l) =1
el se

Cn(i+1) = C(i+1) / sqgrt (d);
end
end

function EHS = PQ Fi ndPeak (c2, N)
% Search for a peak after a valley

cprev = c2(0+1);
cmax = 0;
for (n =

if (

1:N-1)
c2(n+l) > cprev) % Rising froma valley
if (c2(n+l) > cmax)
cmax = c2(n+l);
end
end

EHS = cnax;




